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Sleep Slow Oscillations (SSOs), paradigmatic EEG markers of cortical bistability (alternation between cellular
downstates and upstates), and sleep spindles, paradigmatic EEGmarkers of thalamic rhythm, are two hallmarks
of sleeping brain. Selective thalamic lesions are reportedly associated to reductions of spindle activity and its
spectrum ~14 Hz (sigma), and to alterations of SSO features. This apparent, parallel behavior suggests that
thalamo-cortical entrainment favors cortical bistability. Here we investigate temporally-causal associations be-
tween thalamic sigma activity and shape, topology, and dynamics of SSOs. We recorded sleep EEG and studied
whether spatio-temporal variability of SSO amplitude, negative slope (synchronization in downstate falling)
and detection rate are driven by cortical-sigma-activity expression (12–18 Hz), in 3 consecutive 1 s-EEG-epochs
preceding each SSO event (Baselines). We analyzed: (i) spatial variability, comparing maps of baseline sigma
power and of SSO features, averaged over the first sleep cycle; (ii) event-by-event shape variability, computing
for each electrode correlations between baseline sigma power and amplitude/slope of related SSOs; (iii) event-
by-event spreading variability, comparing baseline sigma power in electrodes showing an SSO eventwith the ho-
mologous ones, spared by the event. The scalp distribution of baseline sigma powermirrored those of SSO ampli-
tude and slope; event-by-event variability in baseline sigma power was associatedwith that in SSO amplitude in
fronto-central areas; within each SSO event, electrodes involved in cortical bistability presented higher baseline
sigma activity than those free of SSO. In conclusion, spatio-temporal variability of thalamocortical entrainment,
measured by background sigma activity, is a reliable estimate of the cortical proneness to bistability.

© 2015 Published by Elsevier B.V.
1. Introduction

Electrophysiological studies in animal models have revealed that
during Slow Wave Sleep cortical neurons exhibit slow membrane-
potential dynamical oscillations. This neuronal behavior is characterized
by the coordinated switching of the membrane potential between a
state of hyperpolarization (down state) and a state of firing activity
with a rate similar to that of wakefulness (up state) (Steriade et al.,
1993a; Vyazovskiy et al., 2009). This behavior, called neural bistability,
typically lasts slightly more than 1 s and, when it involves a large
amount of neurons in a coordinate way, represents the fundamental
EM sleep, Non-Rapid-Eyes-
ees of freedom.
ical, Molecular and Critical Area
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).
network phenomenon underlying different slow EEG patterns of Slow
Wave Sleep, such as the K-complexes and the Sleep Slow Oscillations
(SSO) (Amzica and Steriade, 1998; Massimini et al., 2004; Menicucci
et al., 2009). Thesewaves consist of an early positive deflection followed
by a sharp negative peak (related to the cellular down state) and by
a shallow positive half wave (related to the cellular up state)
(Massimini et al., 2004; Menicucci et al., 2013; Laurino et al., 2014).
The early positive deflection, spectrally characterized by the concurrent
presence of high frequency activities, acts as a wake-like excitation,
whose hypothesized role is that of triggering the down state on large
scale (Menicucci et al., 2013; Laurino et al., 2014).

The concept that an early excitation favors the transition into the
down state has been corroborated both theoretically and experimental-
ly. In general, a perturbation acting on a system with two metastable
states can force the transition to the lowest-energy one and this holds
true also for the sleeping neurons (Wilson et al., 2006; Frohlich et al.,
2006). At a computational level, depolarization-activated K+ channels
have been used to model bistability in the thalamo-cortical system:

http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijpsycho.2015.05.006&domain=pdf
http://dx.doi.org/10.1016/j.ijpsycho.2015.05.006
mailto:gemignan@dfb.unipi.it
http://dx.doi.org/10.1016/j.ijpsycho.2015.05.006
http://www.sciencedirect.com/science/journal/01678760
www.elsevier.com/locate/ijpsycho


100 D. Menicucci et al. / International Journal of Psychophysiology 97 (2015) 99–107
simulations showed that the amount of depolarization influences the
intensity of the K+ current that induces the down state (Hill and
Tononi, 2005). This mechanism has then been experimentally validated
in ferret slices (Sanchez-Vives et al., 2010) and indirectly observed in
humans. Specifically, Laurino et al. (2014), in a multisensory evoked
K-complex experiment, showed that the higher the amplitude of the
evoked wake-like excitation (P200), the higher the probability of effec-
tively evoking the down state (N550). In principle, cortical proneness to
bistability must depend on (i) the number of activity-dependent
K+ channels and (ii) their opening synchronization (Compte et al.,
2003; Vyazovskiy et al., 2009; Sanchez-Vives et al., 2010). At the EEG
level, both for SSO and K-complex, these two information are respec-
tively estimated by means of the amplitude of the negative peak and
by the “slope 1”, i.e. the velocity of reaching the negative peak
(Riedner et al., 2007; Laurino et al., 2014). Fig. 1 provides an illustration
of the two features for a typical isolated SSO.

Once the aforementioned measures are adopted, it follows that the
cortical proneness to bistability in humans displays a spatial variability
across cortical areas with an antero-posterior gradient (Massimini
et al., 2004; Menicucci et al., 2009). This kind of variability, stemming
from averages over a sleep cycle, does not take into account time-
varying properties. In general, however, a temporal variability of the
proneness may take place, due, in turn, to variability in neural activity.
Indeed, each SSO traveling event has its own topology and amplitude
(Massimini et al., 2004; Riedner et al., 2007; Menicucci et al., 2009).

These two sources of variability, spatial and temporal, may be
respectively associated to differences in anatomical structures, possibly
explaining the antero-posterior gradient, and in functional modulations
of GABAergic and glutamatergic neurons in the cortex (Steriade, 2000;
Shu et al., 2003; Sanchez-Vives et al., 2010; Piantoni et al., 2013a).

Cortical proneness to bistability is influenced by subcortical struc-
tures, among which thalamus, up to now, seems to play a crucial role.
The recent review of Crunelli and Hughes (2010) describes the emergence
of the SSO as the product of the interaction between three cardinal oscilla-
tors: the cortical synaptically-based oscillator and two thalamic oscillators,
the thalamocortical cells and the reticular thalamic neurons. On this basis,
Fig. 1.Graphical definition of the SSOmorphological features. The two superimposed lines
represent the raw EEG trace of a SSO wave (thin line) and the corresponding delta-band
filtered trace (thick line). Each detectedwave is characterized bymeans of the SSO ampli-
tude and the absolute value of the slope between the first zero crossing and the negative
peak (slope 1) measured on the filtered signal according to the specifications in theMate-
rials and methods section.
the detection on the cortex of SSO and its coalescing rhythms can only
occur when the cortical and thalamic oscillators are entrained (Crunelli
et al., 2015).

The contribution of the thalamo-cortical entrainment on the genera-
tion and synchronization of the cortical SSO has been highlighted or
inferred by many studies in vitro (Rigas and Castro-Alamancos, 2007;
Hirata and Castro-Alamancos, 2010; Wester and Contreras, 2013) and
in vivo (Contreras et al., 1996a; Steriade, 2006; Gemignani et al., 2012;
David et al., 2013; Menicucci et al., 2013; Piantoni et al., 2013b;
Laurino et al., 2014).

As a recent confirmation of this viewpoint, a paradigmatic sign of
thalamo-cortical activity, the sigma rhythm ~14 Hz (Contreras et al.,
1996b, 1997; DeGennaro and Ferrara, 2003), was shown to characterize
the spectrum of the positive deflection preceding spontaneous down
states (Menicucci et al., 2013). More recently, Laurino et al. (2014),
stimulating sensory cortices via afferent core thalamic projections,
have confirmed the triggering of bistability (Laurino et al., 2014) only
if the priming excitatory wave, along its travel towards integrative
areas, undergoes a waxing mechanism, possibly thalamically driven.
In addition, pathological models of thalamic degeneration and stroke
highlight the fundamental role of the thalamo-cortical interaction for
the SSO expression (Santamaria et al., 2000; Montagna et al., 2002;
Gemignani et al., 2012).

The sigma rhythm observed at the cortical level corresponds to an
intra-thalamic resonant activity in which thalamocortical cells are syn-
chronized with the intrinsic oscillatory pattern of reticular thalamic
neurons (Fuentealba and Steriade, 2005; Timofeev and Chauvette,
2011). This intra-thalamic activity becomes detectable on the EEG
when the excitatory thalamocortical cells fire on their cortical targets
(Fuentealba and Steriade, 2005; Timofeev and Chauvette, 2011). The cor-
tex, however, does not play the role of a passive signal receiver but con-
tributes to the within-thalamus synchronization via corticothalamic
firing, which excites both reticular thalamic neurons and thalamocortical
cells (Contreras et al., 1997; Timofeev and Chauvette, 2011; Bonjean et al.,
2011). This cortico-thalamo-cortical entrainment has been reported to
explain the occurrence of sigma-rhythm spindles upon the depolarizing
phase of the SSO after the down state (Timofeev and Chauvette, 2011).

Notice that the described circuits have been recently proved to only
sustain the so-called fast sigma activity (Doran, 2003). Indeed, a lower
limit at ~12 Hz for the sigma activity related to thalamo-cortical entrain-
ment has been better defined by recent studies on the differential prop-
erties of slow (centered around10Hz) and fast (centered around 14Hz)
sleep spindles. Indeed, the thalamo-cortical network seems involved
only in the generation of fast spindles as they are selectively reduced
after blocking low-threshold Ca2+-dependent spike bursts in the retic-
ular thalamic nucleus (Ayoub et al., 2013; Timofeev and Chauvette,
2013).

The aim of the present work is to describe whether the time-
dependent proneness to bistability is marked by the presence of sigma
rhythm, in other words, whether a pre-existing thalamo-cortical
entrainment leads to an increase in the expression of SSOs in human
EEG.

In order to provide evidence of this link we have studied temporally
isolated SSOs and measured the sigma activity seconds before these
SSOs (we call this temporal window “baseline”).

In the followingwe report results showing baseline sigma activity as
a reliable estimator of cortical proneness to bistability, able to predict
SSO structure, mapping and dynamics.

2. Materials and methods

2.1. Subjects and sleep recordings

Ten non-sleep-deprived male volunteers (age 18–30, right-handed
according to the Edinburgh Handedness Inventory, EHI) participated
in the study. Inclusion criteria were: not taking any medication for at
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least 1 year, no personal or family history of sleep disorders, and no
medical, neurological or psychiatric disorders, as assessed by semi-
structured interviews. In order to avoid variability related to the differ-
ent phases of themenstrual cyclewe chose to restrict our study tomales
since fast sigma activity has been shown to be influenced by reproduc-
tive hormones (Carrier et al., 2001). Note that these EEG recordings have
been previously used in order to demonstrate the existence of a bump of
wake-like excitation triggering the down state (Menicucci et al, 2013).
The experimental procedures conformedwith theWorldMedical Associ-
ation Declaration of Helsinki and all participants signed an informed con-
sent approved by the Azienda Ospedaliero-Universitaria Pisana Ethical
Committee.

After an adaptation night, all volunteerswere allowed to sleep at their
usual bedtime and EEG recordings were carried out during the first sleep
cycle of the night. During sleep, a 32-EEG channels monopolar amplifier
(Nuamps, Neuroscan, Compumedics, El Paso, TX)was used to acquire sig-
nals with a sampling rate of 1 kHz and electrode impedance below 5 kΩ.
During the recordings, scalp EEG signals were referenced to the FCz po-
tential and then offline re-referenced to the average mastoids potential.

EEG epochs with artifacts were detected on the basis of an automat-
ed threshold-crossing detection algorithm (Piarulli et al., 2010) and
verified by visual inspection.We discarded all those time segments con-
taining artifacts in at least one channel. On average, 90% of recording
timewas free from artifacts. The artifact-free EEG segmentswere scored
according to the AASM criteria (Iber et al., 2007) and analyzed using a
previously published and validated SSO detection algorithm from our
group (Menicucci et al., 2009; Piarulli et al., 2010).

2.2. Identification and analysis of temporally isolated SSO

SSOs were detected in the epochs belonging to N2 and N3 stages of
the first sleep cycle using the Likeness Method proposed by our group
in previous works (Menicucci et al., 2009; Piarulli et al., 2010). Herein
we choose to focalize on the first sleep cycle because the SSO are
homeostatically regulated and thus maximally expressed during the
first sleep cycle (Riedner et al., 2007). Focusing on the first sleep cycle
has also allowed to avoid any bias due to progressive electrode drying
occurring from the second cycle on.

In summary, we classify as a SSO eachwave consisting of (a) two zero
crossings separated by 0.3–1.0 s, the first one having a negative slope;
(b) a negative peak between the two zero crossings with a voltage less
than −80 μV; (c) a negative-to-positive peak amplitude of at least
140 μV. Then, detected SSO events are completed by clustering full-
fledged SSOs with concurrent similar waves, even if sub-threshold.
These detection criteria naturally include all K-complexes (Massimini
et al., 2004).

Moreover, in order to allow the assessment of unambiguous baseline
epochs, specific of each SSO, without possible confounding effects of
adjacent SSOs, we selected temporally isolated SSOs (Menicucci et al.,
2013), herein defined as the events more distant than 7 s both from
the previous and the following SSO event (time distances between
events measured using negative peaks locations).

In the following, for the sake of simplicitywewill refer to the tempo-
rally isolated spontaneous SSO using the acronym SSO.

2.3. Measures of cortical proneness to bistability

A straightforward a posteriori measure of the proneness is given by
the detection rate of SSOs (Menicucci et al., 2009; Piarulli et al., 2010).
Herein we use the average detection rate over the first sleep cycle.
Other a posteriori estimates of proneness to bistability have the advan-
tage of being computable event by event: These are the twomorpholog-
ical features of the SSO shown in Fig. 1 (see also Menicucci et al., 2009),
namely the SSO amplitude and the slope of the EEG signal before the
negative peak (slope 1). SSO amplitude is defined as the peak-to-peak
voltage range and reflects howmany pyramidal neurons synchronously
undergo bistability (cellular down and up state); slope 1 is defined as
the steepness of the wave between the first zero crossing and the
negative peak and corresponds to the neuronal pool synchronization
in falling into the down state (Esser et al., 2007; Vyazovskiy et al.,
2007; Chauvette et al., 2010). These SSO parameters were measured
on the signal filtered in the delta (0.5–4.0 Hz) band (for the filter imple-
mentation details see Menicucci et al., 2009 or Piarulli et al., 2010).

2.4. Measures of thalamo-cortical entrainment

Wehave adopted the EEG activity in the sigma band (12–18Hz) as a
measure of the thalamo-cortical entrainment. As earlier stated, we take
12 Hz as a lower boundary because of the demonstrated specificity of
this band in involving thalamocortical circuits (Ayoub et al., 2013;
Timofeev and Chauvette, 2013). The extension up to 18 Hz for the
sigma band is in line with the works of Mölle et al. (2002) and of
Menicucci et al. (2013): these works have demonstrated that despite
sigma activity is centered around 12–15 Hz, its effect spreads over
higher frequencies. As a beneficial side effect this choice also allows
for a better time resolution.

We computed the time–frequency power spectrum (spectrogram)
of all EEG epochs preceding an SSO event, starting from 4 s before the
negative peak and ending 1 s before the peak itself. This ending point
occurs before the early positive deflection (Menicucci et al., 2013) and
thus the three-seconds epoch is appropriate for estimating the baseline
activity before the SSO. The spectrogram has a time–frequency step of
66 ms and 6 Hz and is calculated by the Fast Fourier Transform applied
on Hamming-weighted sliding-window on each three-seconds epoch.
Each window has a time-width of 166 ms with a 60% overlap between
contiguous windows.

In line with the approach of Menicucci et al. (2013), we split the
three-seconds epoch in three one-second-baseline windows (B3, B2,
B1, with B1 corresponding to the interval nearest to the negative
peak). This was done to verify whether sigma activity either (i) acts as
trigger for SSO (a specific association with a narrow time interval was
expected in this case), or (ii) modulates SSO as an expression of a
slow-varying background activity (a similar association for all the
three 1 s baselines was expected, only slowly reinforcing when passing
to the closer interval).

For each of the three baselines, sigma activity was measured by av-
eraging the sigma band of the spectrogram in the corresponding 1 s
window. All statistical analyses were replicated for B1, B2 and B3 and
significance levels were then adjusted taking into account the multiple
testing issue on the basis of False Discovery Ratio (FDR) approach
(Benjamini and Yekutieli, 2001).

2.5. Measuring thalamic influence on cortical proneness to bistability

This section is devoted to describing how we investigated the asso-
ciation of baseline sigma activity with SSO features (amplitude, slope
1, rate and cortical spreading). In particular we investigated whether
the baseline sigma activity showed: (A) average scalp maps that
matched SSO features (spatial variability; Fig. 2A); (B) event-by-event
power variability that paralleled the event-by-event SSO amplitude
and slope 1 variability (event-by-event shape variability; Fig. 2B); and
(C) an event-by-event topological power variability that affected SSO
cortical spreading (event-by-event spreading variability; Fig. 2C). In all
analyses, both SSO features and sigma power levels have been corrected
for the subject effect by applying for each test an appropriate correction
method. For the analysis of spatial variability, the subject effect was
removed by subtracting from each data set (for each variable and each
subject) its average value calculated over the scalp electrodes; this
allowed to preserve the scalp variability and thus to use the corrected
variables for sigma-SSO correlations.

For the study of the event-by-event association between baseline
sigma activity and SSO expression (analysis of event-by-event shape
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variability and analysis of event-by-event spreading variability),
the subject effect was removed by subtracting from the event
data series related to each electrode and subject, the average
value calculated over the subject and the electrode; this correction
removed also the different between-subjects fronto-posterior gra-
dient and thus it allowed focusing solely on the event-by-event
variability.

(A) Analysis of spatial variability
Maps of SSO amplitude, slope 1 and detection rate were com-
pared to those of baseline sigma activity (measures in dB). Map
similarities for the three SSO features with respect to sigma
were measured by means of the Pearson correlation (threshold
of significance p b 0.01) calculated on scatterplots, where each
point corresponds to one of the 29 retained electrodes
(Fig. 2A). All values in the scatterplots correspond to the average
over all events belonging to N2 and N3 stages. The statistical sig-
nificance of correlations was established by using as threshold
rt= 0.45 that is the highest coefficient obtained between the fre-
quencies around the 50 Hz power line (45 Hz–55 Hz) and the
SSO features (in line withMenicucci et al., 2013). This coefficient
does not correspond to a real association because the power line
is clearly independent from the brain activity; thus it can be con-
sidered an appropriate threshold to discriminate meaningful
from fortuitous (by chance) correlations. This criterion was
more stringent than the classical rule based on the Fisher z-
transformation, even at p-value threshold b0.001.
Besides, possible spurious, i.e. non-functional correlations, possibly
related to non-sleep networks and volume conduction, have been
checked; in other words, since independent processes originating
around the same brain area have a similar activity distribution
over the cortex, results of spatial variability analysis may suffer
fromgeometricalfixed factors that could falsely associate function-
al phenomena, which are actually independent. In order to amend
this possible pitfall we used the upper alpha EEG power (10–
12Hz) (Klimesch, 1999) of the relaxedwake as a control condition
for sleep sigma activity. Invariant correlations (i.e., independent of
the sleep/wake state) would indicate false functional associations.
The appropriateness of this control procedure stems from
Fig. 2. Summary of themethods for studying the associations between baseline sigma (σ) activi
at associating the average scalp distributions of a SSO feature (SSO amplitude, in thepictorial exa
between scalp maps is measured by means of Pearson correlation calculated between the ser
events (second row). Panel B (second column). Event-by-event shape variability. The analysis
SSO shape. The first row shows two cases of baseline sigma activity (black epochs in the uppe
representative electrode. Correlation between baseline sigma power and each morphologica
correlation performedover the events. The analysis yields a correlationmap as shown on the sec
illustrates an example of the intra-event comparison analysis that considers a SSO event spread
solid path with the concurrent sigma activity over the homologous path, indicated by the dash
evaluated by comparing the average powers over each pathway. The box plot of Δsigma powe
similarities of alpha and sigma rhythms in both frequency
range and waxing and waning (spindle) behavior. Actually,
both activities derive from the loop involving thalamic reticu-
lar, thalamocortical and pyramidal cortical neurons. For the
sake of completeness, we recall that thalamo-cortical neurons
with high-threshold Ca2+ channels sustain alpha rhythm
while thalamo-cortical neurons with low-threshold Ca2+

channels sustain sigma activity (Hughes and Crunelli, 2005,
2007; Vijayan and Kopell, 2012).
EEG of relaxed wake epochs were derived from ten-minutes
resting-state EEG recordings performed before sleep. The
same EEG montage and referencing was used for wakefulness
and sleep recordings and this allowed a precise electrode
match between the two conditions. In order to record the re-
laxed wakefulness EEG epochs, subjects were asked to keep
their eyes closed, to relax, to refrain from moving, and to
avoid any structuredmental activity. The wake-EEGwas visu-
ally inspected and head-movement-corrupted epochs were
discarded (a total of 10–20 s epochs present in 2 out of 10 sub-
jects). Eye-movement artifacts were corrected by means of
the application of the temporal-constrained ICA (James and
Gibson, 2003).

(B) Analysis of event-by-event shape variability
This analysis, performed electrode by electrode, consisted in
taking into account all SSO events in which the electrode
was involved. For each electrode, we calculated the Pearson
correlations between baseline sigma power and the morpho-
logical feature (be it amplitude, or slope 1) of the following
SSO wave (Fig. 2B). According to the different number of
SSO detected under each electrode (that ranged from 70 to
350 in our dataset), the Pearson correlations were calculated
between series of variable length. The threshold for statistical
significance was selected as p b 0.01 at the lower number of
events that corresponds to r = 0.31.

(C) Analysis of event-by-event spreading variability
We verified whether the presence of a temporary increase of
baseline sigma activity in a cortical region marked a preferen-
tial area of spreading for the following SSO. Here and in the
following we will use the term “event spreading” to indicate
ty and SSO expression. Panel A (first column). Spatial variability analysis. The analysis aims
mple on thefirst row, left) and of the baseline sigma power (first row, right). The similarity
ies of sigma power and SSO features derived from each electrode and averaged over SSO
aims at associating the event-by-event variability of baseline sigma activity with that of
r trace of the first row) with the following SSOs (lower trace of the first row) related to a
l feature of the corresponding SSO is performed for each electrode by means of Pearson
ond row. Panel C (third column). Event-by-event spreading variability. Thefirst-row figure
ing on the solid path at time t. Themethod compares the baseline sigma activity along the
ed line, symmetrical with respect to the midline. Differences between sigma activities are
r (Δσ) is shown in the second row.
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the set of electrodes involved in a SSO event. This term intui-
tively denotes the variable and irregular composition of the
set. As depicted in Fig. 2C, we compared the baseline sigma
activity detected on the electrodes belonging to a SSO event
to the activity of homologous electrodes spared by the same
SSO event. Such an intra-event comparison avoids confound-
ing effects caused by slowly varying biochemical processes
such as those associated to sleep deepening. Moreover, this
intra-event approach was specifically designed to avoid spatial
confounding effects as it is based on comparison between homol-
ogous electrode pairs (symmetric electrodes with respect to
midline, e.g. F3–F4, C3–C4, O1–O2).
In detail, we selected all SSO events whose propagation did not
contain anyhomologous pair.We compared thebaseline sigmaac-
tivity over the event spreading (solid line in Fig. 2C)with the base-
line sigma activity over the ensemble of the homologous
electrodes (symmetrical dashed line in Fig. 2C), disregarding mid-
line electrodes. For each pair of homologous electrodes we calcu-
lated the Normalized Difference of Power − NDP = (pe − ph) /
(pe + ph), where pe is the power of the electrode belonging to
the event and ph that corresponding to its homologous — each
event was characterized by the NDP averaged over the event
spreading.
The normalization 1 / (pe + ph) was introduced in order to have
similar contributions of the different electrodes to the average
difference over the event spreading. A Wilcoxon signed rank test
performed on all spreading events verified the null hypothesis
that NDP data come from a distribution with zero median and
indicated the statistical significance of the sigma power difference
between events spreading and the ensemble of their homologous
electrodes. The threshold for statistical significance was set at
p b 0.01.

3. Results

Isolated SSOs were identified according to the selection criteria
described in the Materials and methods section. Fig. 3 shows the raw
EEG signals immediately before and during typical SSOs. It is worth not-
ing that sigma activity, usually present as a spindle (like the activity in
the examples) in the up state following the down state, is also present
in the baseline epochs before the SSO.

3.1. Baseline sigma activity maps cortical proneness to bistability

Upon the analysis of spatial variability, the scalp maps of SSO detec-
tion rate, SSO amplitude and slope 1 resulted highly correlated (p b 0.01,
d.f. = 28, FDR corrected) with the scalp map of baseline sigma activity
power (Fig. 4). These correlations did not significantly change as a func-
tion of the different baseline windows (Table 1). As a control condition
for the associations with the sleep sigma activity, we verified the corre-
lations between the SSO features and the high alpha band power of the
relaxed wakefulness. High alpha activity shows a more posterior distri-
bution (Fig. 4) and correlations with SSO features that resulted weaker
and below the threshold of statistical significance (scatterplots in
Fig. 4 and Table 1).

3.2. Baseline sigma activity fluctuations shape SSO amplitudes

The analysis of event-by-event shape variability allowed us to identify
some cortical areas showing a significant positive association between
the variability in time of baseline sigma power and that of SSO ampli-
tude. Fronto-central areas showed the highest correlations (|r| N 0.3 cor-
responding to a significance p b 0.01, d.f. = 69). The topological
extension of the correlation increased moving from B3 to B1, namely
approaching the onset of the SSO (Fig. 5). No significant correlations
for slope 1 were found.

3.3. Baseline sigma activity stands out along the SSO cortical spreading

The analysis of event-by-event spreading variability was based on
the subset of SSO events whose propagation did not contain any homol-
ogous pair (65 SSO events) and it showed that baseline sigma activity
was significantly (p b 0.01, FDR corrected) higher for the electrodes
belonging to event spreading compared to the homologous ones, spared
by the event. This association was confirmed for each baseline interval
(B1, B2, B3) (Fig. 6).

4. Discussion

This study shows that the occurrence of spatio-temporal patterns of
sigma activity, preceding the onset of the SSO and reflecting time-
dependent thalamo-cortical entrainment, is a reliable precursor of the
dynamical establishment of the cortical proneness to bistability during
NREM sleep in humans. In particular, variations in structure, mapping
and dynamics of Sleep Slow Oscillations (SSOs) are accompanied by
corresponding changes of the preceding sigma power, that are stable
for seconds. We have demonstrated that baseline sigma power, detect-
ed in the background EEG activity preceding the SSO event by few
seconds: (i) maps cortical proneness to bistability during NREM sleep;
(ii) has temporal fluctuations that correlate with the amplitude of the
corresponding SSO; (iii) stands out along the SSO cortical travel.

For point (i), the areas with higher (lower) sigma activity in the
three baselines are those with higher (lower) SSO rate and amplitude,
and steeper (shallower) slope 1. We stress that this result highlights
that these associations are topological, as confirmed by the electrode-
by-electrode scatter plots of the baseline sigma power versus SSO fea-
tures, both averaged over the first sleep cycle (Fig. 4).

The lack of significant correlations between high-alpha activity
recorded during wakefulness, which shares the same thalamo-cortical
circuits generating sleep spindles, and SSO features rules out any trivial
associations, due either to anatomical wirings or volume-conduction-
based effects between sigma and SSOs.

This corroborates the growing evidence that the thalamus plays a
key role in modulating the SSO (Steriade et al., 1993b; Contreras and
Steriade, 1996; Crunelli and Hughes, 2010), although the SSO has been
shown to survive also when the thalamus is absent (Timofeev et al.,
2000; Compte et al., 2003; Sanchez-Vives et al., 2010). Selective thalam-
ic degeneration models, such as the Fatal Familial Insomnia in humans,
(see Montagna et al., 2003 for a review) confirm this association. In the
Fatal Familial Insomnia, the lesion mainly involves the medial dorsal
nucleus (connected with prefrontal and cingulate cortices) that is
believed to play a crucial role in patterning thalamic activity of sleep
spindles (Steriade and Deschenes, 1984; Marini et al., 1989). Indeed,
our group has recently studied a FFI patient in the middle course of
the disease and has found that the significant reduction of sigma activity
in fronto-central regions (Gemignani et al., 2012; see supplementary
Fig. 3 therein), i.e. the projection of the medio dorsal nucleus (Ward,
2011), occurs with a reduction of SSO rate and with the fading of spin-
dles crowning the up state (Gemignani et al., 2012; Fig. 4 therein).

The results of point (ii) and (iii) indicate that this association holds
true also along the temporal domain as depicted by event-by-event
associations shown in Figs. 5 and 6. The correlation maps of event-by-
event shape variability (point ii) indicate that, only in fronto-central
areas, the recruitment of neural population synchronously involved
in SSO behavior seems to be promoted by the amount of preceding
sigma activity. Accordingly, the results regarding event-by-event
spreading variability (point iii) indicate that SSOs preferably spreads
within areas with the highest sigma activity in the baseline. The choice
of homologous electrodes as a “control ensemble” is appropriate since
the sigma activity detected by EEG is expression of the matrix thalamic



Fig. 3. Examples of the EEG traceswith SSO. For each of the three example of EEG traces containing isolated and full-fledged SSOs (panels A, B, C), the lower row shows the raw signal from
4 s before the negative peak of the SSO to 2.5 s after it. The three1 s' baselinewindows are defined fromminus4 s tominus 1 s (B3, B2, B1); the up state is defined from0.2 s to 1.2 s from the
negative peak (centered on 0). Themiddle row shows the amplitude of sigma (σ) power in time, in the 12–18 Hz interval, estimated accordingwith the specifications in theMaterials and
methods section. The four spectrograms in the upper row show the power spectrum distributions of the 3 baselines and of the upstate. Panel A shows a long-lasting spindle in the upstate
preceded by not spindle-like sigma activity in the baselines. Panel B shows a full-fledged spindle in the upstate preceded by not spindle-like sigma activity in the baselines. Panel C shows a
spindle-like sigma activity both in the upstate in the baselines. Only spectrograms of the up states clearly show a peak within the sigma band (~15 Hz).
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system, which is diffuse, and does not show any lateralization (Dehghani
et al., 2010; Bonjean et al., 2012). The aforementioned results lead us to
conjecture that sigma-activity patterns emerge out of the background
activity paving the way to the traveling of SSO.

What is the peculiarity of sigma activity preceding the down state?
In humans someworks have identified a bumpof sigma activity preced-
ing the down state (Menicucci et al., 2013; Piantoni et al., 2013b). As
shown in healthy adults (Menicucci et al., 2013, Fig. 3) and in healthy
children (Piantoni et al., 2013b, Fig. 1), the falling in down state is
preceded by an increase of sigma and gamma activity. In the same
framework Laurino et al. (2014) have recently demonstrated that the
early positive deflection preceding an evoked down state can be consid-
ered as a wake-like traveling excitation.We infer that this early positive
bump is able to trigger activity-dependent K+ channels (Frohlich et al.,
2006; Sanchez-Vives et al., 2010) in cortical areas with higher prone-
ness to bistability via a thalamic interplay. In this light, baseline sigma
activity could cluster excitatory activities facilitating cortical neurons
to transit from a wake-like activity to down state; namely, the sigma



Fig. 4. Scalp distribution of sigma activity and of SSO features. On the top (first column,
first row) the group-average topographic plots of sigma power during the B1 baseline,
and on bottom (first column, fifth row) the topographic plot of the high alpha activity es-
timated during the relaxed wakefulness, recorded before sleep. Second, third and fourth
rows contain two graphics each: the topographic plot of a feature of the isolated SSO
events, on the right (second column) and, on the left (first column) the scatterplots of
sigma power versus the corresponding SSO feature. The second row refers to the SSO de-
tection rate, the third one to the SSO amplitude, and the fourth to slope 1. Solid circles
show the significant correlation between the average level (over the events) of sigma
power under an electrode and the corresponding average of each SSOparameter.Open tri-
angles show the non-significant correlation between sigma power and high alpha activity
(see text for details).

Table 1
Correlations between baseline sigma activity and morphological features of the following
SSO.

NP amplitude Detections rate Slope 1

WAKEa 0.2745 0.1004 0.4383
B3 0.8402b 0.7186b 0.9005b

B2 0.8784b 0.7645b 0.9190b

B1 0.8738b 0.8000b 0.9292b

a Correlations with high alpha power during relaxed wakefulness.
b Marks correlation values above the 50 Hz threshold.
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activity could favor the positive bump preceding the SSO downstate
(Menicucci et al., 2013). The positive deflection preceding spontaneous
down states seems to play the same role of P200 in evokedK-complexes
(Laurino et al., 2014).

As a synthesis, the positive deflection with a bump of wake-like
activity is favored by background oscillatory activity in sigma band.
This scenario can be thought as a process composed of two phases: a
thalamic preparation phase visible in the baseline (sigma activity) and
an emerging cortical phase (early positive bump).

The thalamic preparation phase is associated with excitatory inputs
from thalamo-cortical cells onto dendrites of pyramidal neurons, opening
the door to subsequent integrated cortical network activities (Sejnowski
and Destexhe, 2000) in the form of the early positive bump. This happens
with higher probability for those cortical circuits that have been synapti-
cally upscaled duringwakefulness (Feinberg and Campbell, 2010; Tononi
andCirelli, 2014). As a final outcome, the opening of K+ channels (i.e.
downstate), favored by gamma activity of the early positive bump, pre-
vents any further integration (Allegrini et al., 2013).

The last result that sigma activity stands out along the SSO cortical
travel, can thus be interpreted in the light of what we have said. In
other words we were able, event by event, to topologically associate
the excitatory phase to a preceding thalamic preparatory phase. We
propose that the SSO spreading results from the complex and topologi-
cal interplay between synaptically cortical upscaled circuits and thalam-
ic sigma slow fluctuations. Still, the irregular and always changing
spreading of SSO events remains to be understood and explained.

Its variability may be connected to the infraslow oscillations (0.02–
0.2 Hz), whose phase has been shown to affect the spontaneous occur-
rence of both K-complexes and fast-rhythm bumps and that might
represent the electrophysiological background scenario linking sigma
and SSO (Vanhatalo et al., 2004, 2005). Infraslow oscillations as a latent
factor contributing to the cortical proneness would be fast enough to
modulate excitability between consecutive isolated SSOs, and at the
same time slow enough to be invariant during the three baselines B1,
B2 and B3. At present, the nature of infraslow oscillation remains
elusive. Some studies indicate that they are a typical feature of the thala-
mus, since have been recorded in slices of thalamic relay nuclei, hypothet-
ically related to some long-lasting and slow propagating hyperpolarizing
potentials (see Hughes et al., 2011 for a review). We cannot exclude that
slow changes of cortical excitability during sleep could be also driven by
the activity of brainstem structures or nuclei such as the GABAergic
parafacial zone (Anaclet et al., 2014) and some cholinergic nuclei
(Steriade et al., 1993c; Steriade, 2004; Valencia et al., 2013).

It has been suggested that the periodicity of the time scales of
infraslow oscillations, regardless of their origin, yields a peculiar EEG
pattern called Cyclic Alternating Pattern (CAP) (Parrino et al., 2006).
We have previously (Menicucci et al., 2013) described the isolated
SSO as one of the atomic structures of A1 sub-types of CAP, that is the
time domain in which arousal events are grouped during sleep with
the same dynamics of infraslow oscillations (Parrino et al., 2006). The
isolated SSO could represent a borderline case of CAP in which the
duration of the A phase is limited to a single slow wave. In this view,
the early excitation initiating spontaneous SSOs would correspond to
a microarousal and the following downstate to an anti-arousal swing,
both “weaved into the texture of sleep taking part in the regulation of
the sleep process” (Halász et al., 2004; Ferri et al., 2006). The link
between SSO and anticipatory thalamo-cortical entrainment suggests
a physiological basis of the alternation between A (activation) and B
(deactivation) phases of the CAP (Terzano and Parrino, 1993): increased
cortical activity forced by the thalamic entrainment could favor the
bistability.



Fig. 5. Event-by-event variability of SSO amplitude parallels event-by-event variability of sigma expression. Eachmap plots the r-values of correlation coefficients between SSO amplitude
and sigma expression calculated for each electrode. The three maps correspond to the three baseline windows B3, B2, B1. Figure shows that SSO amplitude of each event is predicted by
baseline sigma activity in the fronto-central areas.
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In conclusion, the present study demonstrates the importance of
ongoing cortical activity in the generation and propagation of the SSO.
In particular, sigma activity, which mostly represents the cortical
expression of the thalamo-cortical entrainment in sleeping brains, sculpts
structure, mapping and dynamics of full-fledged SSOs. Herein we have
demonstrated these relationships in the first sleep cycle when the slow
oscillations have their maximal expression due to the homeostatic pres-
sure related to previous wakefulness activities (Riedner et al., 2007). On
the contrary, spindle density exhibits a minimum in the first cycle and
shows a linear increase across consecutive NREM episodes suggesting
an inverse relation with the time course of SSOs (De Gennaro et al.,
2000). According with the present results of sigma activity as a precursor
of SSOs, we can hypothesize that sigma activity could be even more
necessary for sustaining the proneness to bistability with the fading of
the wake-related homeostatic pressure occurring after the first sleep
Fig. 6. SSO spreading is influenced by the amount of baseline sigma activity. The box plot
shows the differences between baseline (B1, B2 and B3) sigma power estimated over each
event spreading and that estimated at the same time over the related homologous
electrodes, which are spared by the SSO travel. Differences are averaged over SSO events.
Box plot description: the central mark is themedian, the edges of the box are the 25th and
75th percentiles, the whiskers extend to the most extreme data points not considered
outliers; ** p b 0.01, FDR corrected.
cycle: We will investigate this putative relation with future long-term
recordings.

We believe that understanding the role of alternating bistable events
such as the SSOs and stable thalamo-cortical entrainment can shed light
on the adaptive properties of the sleeping brain and provide insight into
the pathomechanisms of sleep disturbances.
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