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Sani I, Santandrea E, Morrone MC, Chelazzi L. Temporally
evolving gain mechanisms of attention in macaque area V4. J Neu-
rophysiol 118: 964–985, 2017. First published May 3, 2017; doi:
10.1152/jn.00522.2016.—Cognitive attention and perceptual saliency
jointly govern our interaction with the environment. Yet, we still lack
a universally accepted account of the interplay between attention and
luminance contrast, a fundamental dimension of saliency. We mea-
sured the attentional modulation of V4 neurons’ contrast response
functions (CRFs) in awake, behaving macaque monkeys and applied
a new approach that emphasizes the temporal dynamics of cell
responses. We found that attention modulates CRFs via different gain
mechanisms during subsequent epochs of visually driven activity: an
early contrast-gain, strongly dependent on prestimulus activity
changes (baseline shift); a time-limited stimulus-dependent multipli-
cative modulation, reaching its maximal expression around 150 ms
after stimulus onset; and a late resurgence of contrast-gain modula-
tion. Attention produced comparable time-dependent attentional gain
changes on cells heterogeneously coding contrast, supporting the
notion that the same circuits mediate attention mechanisms in V4
regardless of the form of contrast selectivity expressed by the given
neuron. Surprisingly, attention was also sometimes capable of induc-
ing radical transformations in the shape of CRFs. These findings offer
important insights into the mechanisms that underlie contrast coding
and attention in primate visual cortex and a new perspective on their
interplay, one in which time becomes a fundamental factor.

NEW & NOTEWORTHY We offer an innovative perspective on the
interplay between attention and luminance contrast in macaque area
V4, one in which time becomes a fundamental factor. We place
emphasis on the temporal dynamics of attentional effects, pioneering
the notion that attention modulates contrast response functions of V4
neurons via the sequential engagement of distinct gain mechanisms.
These findings advance understanding of attentional influences on
visual processing and help reconcile divergent results in the literature.

contrast response functions; gain mechanisms of attention; macaque
area V4; spatial attention; temporal dynamics

INFORMATION PROCESSING along the visual hierarchy reflects not
only the physical properties of the image but also the goals of
the observer, which decree the relevance of specific items.
Spatial attention supports enhanced analysis at specific spatial
locations deemed of potential interest for behavior. In the last
decades, several studies examined the interplay between spatial
attention and luminance contrast, a key physical property of the

visual input, in determining neuronal activity in cortical visual
areas. Multiple models have been proposed to account for the
effects of attention on contrast response functions (CRFs),
including contrast gain (Martínez-Trujillo and Treue 2002;
Reynolds et al. 2000), multiplicative rescaling (Williford and
Maunsell 2006), and additive models (Thiele et al. 2009). A
unifying normalization model of attention (Lee and Maunsell
2009; Reynolds and Heeger 2009) attempted to reconcile such
divergent results, suggesting that different gain modulations
may all derive from a common circuit when probed under
different conditions.

In the present article we describe a novel approach to
investigate the impact of attention on CRFs in macaque area
V4, hinging on a detailed analysis of the temporal dynamics of
CRFs, and of their modulation by attention. Time is a critical
factor in visual processing. To begin with, visual responses are
dynamic in nature, being characterized by transient and sus-
tained components (e.g., Albrecht et al. 1984). Even more
interestingly, time is crucial in relation to a wide range of
phenomena that have been demonstrated to develop dynami-
cally. For example, selectivity for basic visual features has
been shown to build up and refine over time (Ringach et al.
1997; Shapley et al. 2003). We recently demonstrated that
selectivity for contrast in macaque area V4 emerges slowly as
a result of a time-consuming recurrent process, likely imple-
menting gradually stronger inhibition of responses to high
contrasts via a normalization mechanism (Sani et al. 2013).
Time is also crucial for the expression of more complex forms
of selectivity, as involved in figure-ground segmentation, and
in relation to context-sensitive phenomena reflecting the global
interpretation of a visual scene (Jeurissen et al. 2013; Kogo and
Wagemans 2013). A further example is the delayed emergence
of border-ownership signals in V2 (and V4) cells (Sugihara et
al. 2011; Zhou et al. 2000). Yet other forms of selective coding
of relevant information in cortical visual areas, such as the
categorical representation of attended features at the service of
behavior, show a strongly delayed emergence in V4 (Mirabella
et al. 2007). A distinct temporal dynamics also characterizes
surround suppression mechanisms, arising from the basic cen-
ter-surround organization of inputs to visual neurons: while the
excitation from the receptive field (RF) is short latency and
transient, the suppressive signal from the surround exerts a
delayed and prolonged effect on neuronal activity (Bair et al.
2003; Henry et al. 2013). In all cases, a fine analysis of the
temporal unfolding of these phenomena enabled important
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observations concerning the underlying neurobiological, cir-
cuit-level mechanisms, especially in relation to the contribu-
tion of intra- vs. inter-area communication (e.g., Layton et al.
2012).

Despite hints in the literature suggesting that attentional
modulation can be particularly evident in critical time epochs
(Buffalo et al. 2010; Fries et al. 2008; Hayden and Gallant
2005; Lee et al. 2007; McAdams and Maunsell 1999; Reynolds
et al. 2000) and recent computational work underscoring the
theoretical importance of including time dependency in the
framework of the normalization model of attention (Smith et
al. 2015), a fine temporal characterization of the interplay
between contrast and attention in visual cortex is still lacking.

We designed a paradigm with macaque monkeys where
attention was to be covertly deployed toward a stimulus either
inside or outside the RF of the recorded neuron, and the
stimuli, unpredictable in time and contrast value, were main-
tained until the behavioral decision was made. This allowed us
to investigate the temporally evolving interaction between
varying stimulus contrast and spatial attention in determining
neuronal responses in macaque area V4. In addition, we took
into proper consideration heterogeneous contrast coding in
macaque area V4 (Sani et al. 2013; see also Peirce 2007). As
a result, diverse attentional gain mechanisms emerged along
subsequent phases of visual processing. Importantly, attention
to the RF modulated similarly cells showing different contrast
coding properties (Sani et al. 2013), which indicates that
general mechanisms are involved. Finally, attention was some-
times capable of inducing radical changes in the shape of
neuronal CRFs, suggesting that contrast coding is not a rigid
property of the given neuron.

We chose a paradigm wherein the monkeys were informed
in advance of the behaviorally relevant location, an approach
that previously allowed measurement of anticipatory atten-
tional effects on baseline activity (the so-called “baseline
shift”; Buffalo et al. 2010; Luck et al. 1997; McAdams and
Maunsell 1999; Reynolds et al. 2000). Despite a rich literature,
it is not completely clear whether feedback from high-level
areas of the attentional network to visual cortex begins before
the critical stimulus appears or is triggered by the onset of the
stimulus, nor how prestimulus and stimulus-evoked attentional
modulation interact to determine modulation of neuronal firing
over time (see Sylvester et al. 2009 for a review of relevant
literature). On the one hand, the baseline shift and the post-
stimulus attentional modulation might reflect completely inde-
pendent processes. On the other hand, a unique attentional
signal might be responsible for enhancing neuronal activity
both before and after the onset of a visual stimulation (Buracas
and Boynton 2007; Sylvester et al. 2009). Our results contrib-
ute to the understanding of this complex scenario; specifically,
we demonstrate that the attentional modulation in the post-
stimulus epoch reflects diverse gain mechanisms and that these
gain mechanisms depend to a differing degree on the prestimu-
lus effect.

At a general level, our findings help reconcile previous
reports on the interplay between attention and luminance con-
trast in area V4, which sometimes yielded divergent results,
and bring new evidence in favor of the proposed unifying role
of V4 to enable extraction of functional networks both by
bottom-up and top-down attentionally driven selection (Roe et
al. 2012).

MATERIALS AND METHODS

Experiments were performed on two head-fixed, nonanesthetized
male adult macaque monkeys (Macaca mulatta; monkeys F and T)
weighing 10 and 8 kg, respectively. Experiments were performed in
accordance with national laws on care and use of laboratory animals
and with the European Community Council Directive of September
22, 2010 (2010/63/EU). All experimental protocols were approved by
the University of Verona Committee for Animal Research (CIRSAL)
and by the Department for the Veterinary Public Health, Nutrition and
Food Security of the Italian Ministry of Health (D.L. n. 116/1992, art.
8/9; D.M. n. 19/2007c, 13/02/2007, and n. 200/2009c, 11/11/2009).

Behavioral paradigm. We trained the animals to discriminate the
orientation of achromatic bar stimuli in return for juice reward. Each
trial began with the presentation of a fixation point (black square,
0.3° � 0.3° of visual angle; Fig. 1A) on a dark background (2.49
cd/m2). Monkeys were required to hold fixation for the entire duration
of the trial; eye position was continuously monitored with the eye-coil
technique (1 kHz) such that if at any time during the trial the eyes
deviated more than 1° from the fixation point, the trial was aborted
and no reward was delivered. After the animal acquired fixation, a
pentagon or a triangle cue (1.3° � 1.3°, 20% Michelson contrast) was
presented at the center of gaze, which instructed the monkey to
covertly direct attention to a position respectively outside or inside the
RF of the neuron under study. After a delay, which varied between
800 and 1200 ms, two bars (2.2° � 0.3°) were simultaneously
presented, one inside and one outside the RF, and they were placed in
symmetrical positions with respect to the fixation spot and at equal
distance from it. The bars were shown at either of two possible
orientations (the optimal and one suboptimal for the recorded neuron);
combinations of the stimulus orientations presented at the two loca-
tions on the screen were controlled to ensure an equal number of
congruent vs. incongruent conditions, i.e., conditions in which the two
orientations required the same or a different behavioral response,
respectively. To earn a juice reward, the monkey had to discriminate
the orientation of the bar at the cued location (while ignoring the bar
at the opposite location) by turning a lever in the appropriate direction,
based on stable, previously learned stimulus-response associations
(e.g., during the training phase, the animal learned to turn the lever to
the right in response to a vertical bar and to a �45° tilted bar, and to
turn the lever to the left in response to a horizontal bar and to a �45°
tilted bar; note that two orientations requiring opposite responses were
selected for each recording session; see above). Congruent and incon-
gruent conditions were important to ensure that the animal was
correctly paying attention to the cued location; performance in both
conditions was always above 70% correct (see below). The bar inside
the RF was displayed at any of seven or nine (for different cells)
positive contrast levels (from 2.5 to 94% Michelson contrast) selected
randomly on each trial; additionally, on some trials a virtual, zero-
contrast bar (null stimulus) was displayed inside the RF, and the
monkey was rewarded for any response. The contrast of the stimuli
was task irrelevant, although it contributed significantly to the dis-
criminability of target stimuli. The bar outside the RF was of constant
contrast (20%) for one animal (monkey F), whereas it varied between
10% and 80% Michelson contrast for the other animal (monkey T); in
the latter case, contrast at the two locations was independently
selected on a random basis. We adopted such protocol for the second
animal to have the animal perform a nearly identical, unbiased task in
the two attentional conditions. Importantly, we could detect no ap-
preciable difference between the two monkeys in terms of behavioral
performance or neuronal responses (see RESULTS). For each recorded
neuron, the two attentional conditions were organized in independent
alternating blocks of trials; multiple alternations between block types
ensured that any differences across attentional conditions could not be
the result of even small changes in neuronal excitability along the
session. Several features of the task were aimed at keeping the
animal’s attention as constant as possible across trials and conditions.
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First, the use of random target onset times encouraged the animals to
maintain constant vigilance and sustained attention at the cued loca-
tion. Second, the use of the same task at the two locations ensured that
the effects of directed attention were not contaminated by any influ-
ence of a different level of alertness. Third, the presence of a distracter
on all trials ensured a constant effort across trials. Note, however, that
the presence of a distracter might also result in a potentially nontrivial
problem; i.e., it might cause unwanted shifts of attention in space
depending on the relative saliency between the two stimuli on the
display. Although we were confident that stable allocation of spatial
attention was obtained as the result of extensive training, we directly
assessed the influence of the distracter contrast on attentional alloca-
tion by verifying its impact on the animals’ behavior (see RESULTS). In
case the animal’s attention was automatically attracted by a (high
contrast) distracter and had to return to the (low contrast) target for
allowing correct performance, we would expect a slowing of reaction
times (RTs) in that condition, which was not the case in our data (see
RESULTS).

Surgical procedures and electrophysiological recordings. Surgical
procedures and recording methods are described in detail elsewhere
(Mirabella et al. 2007; Sani et al. 2013). In brief, after the animals
were trained on the behavioral task, a recording chamber was im-
planted over V4 in each animal, based on MRI-guided brain recon-
struction. Recordings were made using tungsten microelectrodes (1
M�); extracellular signals were filtered and amplified. Action poten-
tials from individual neurons were discriminated using an online
spike-sorting system and digitized for offline analysis at 1 kHz on a
personal computer. In most cases, two (up to 4) neurons could be
recorded simultaneously and accurately differentiated on the basis of
the size and shape of the spike waveform.

During electrophysiological recordings, before the behavioral ex-
periment was commenced, with the use of a hand-controlled visual
stimulus, each well-isolated cell was carefully characterized to deter-
mine the RF location and preference for orientation (and sometimes
for other stimulus properties, such as color and spatial frequency), as
well as its response to contrast, while the monkey fixated centrally.
The RF size was estimated using the minimum response field method
(Barlow et al. 1967). Bar stimuli of a fixed size (2.2° � 0.3°; see
below) were used throughout to be well within the classical RF
boundary of the recorded neurons, in accordance with data in the
literature (Motter 2009) and as confirmed for each neuron during the
initial mapping procedure by using flashing bars of different contrast
levels, including high contrasts.

Recorded neurons were included in the analysis if 1) at least 12
repetitions for each experimental condition were collected (with
correct performance), 2) recording quality was high and stable
throughout the session, 3) neurons were significantly responsive to at
least one contrast level, and 4) the animal’s level of accuracy at the
task was higher than 70% within the session for each experimental
condition, including all contrast levels (except 2.5% contrast; see
below) and attentional conditions, and with separate testing for con-
gruent vs. incongruent trials, to ensure that attention was correctly

allocated to the cued spatial position in all trial types. Note that an
accuracy �70% was not required for 2.5% contrast, which was
selected to be close to the visibility threshold, because in this case
poor performance would likely reflect perceptual difficulty rather than
an improper allocation of attention.

Data analysis. Latency of the neuronal response was calculated
separately for each contrast level and each attentional condition, using
the method described by Gawne et al. (1996). Operationally, we
constructed a PSTH and smoothed it with a Gaussian filter (� � 8
ms); we then defined and calculated response latency as time to half
the peak of the response waveform.

For each neuron, firing rates were determined by taking the average
firing during a period of interest across all stimulus repetitions of the
same experimental condition. In all cases, we considered time win-
dows in the poststimulus phase (up to 300 ms), which ended before
the behavioral response of the animal; thus in all cases we analyzed
neuronal firing in epochs when the stimulus was stably present on the
display. Given the relatively short RTs measured for one animal
(monkey F), especially for responses to high-contrast stimuli (see
RESULTS), we detected a few single trials (4 over �66,000) that did not
match this requirement (i.e., in those trials the behavioral response
was delivered with an RT �300 ms) and were therefore discarded. All
the analyses were performed using stimulus-locked time windows,
where neural activity was aligned to stimulus onset, and using re-
sponse-locked (latency corrected) time windows, where neural activ-
ity was aligned to neuronal response latency (time 0 in this version of
the analysis), calculated as previously indicated.

For fine-grain temporal analyses we calculated mean firing rate in
overlapping time windows (width 20 ms, shift 1 ms). To check for
statistical significance of firing differences measured between atten-
tional conditions within these fine-grained analyses, we applied non-
parametric, trial-based random permutation tests (Astrand et al. 2015;
Ibos et al. 2013). For each cell, we randomly reassigned the attended
and unattended trials, and calculated the spike difference for each time
window and contrast. The permutation procedure was performed
10,000 times to generate a distribution of 10,000 spike difference
values against which the real difference was tested. The observed
spike difference between attentional conditions was considered to be
significant if it fell within the upper 5% of the permuted difference
distribution. Results were confirmed by calculating a P value for the
observed difference as follows: P � no. of spike differences resulting
from the permutation procedure � observed spike difference/10,000.

To characterize attentional effects within relevant time periods,
three 90-ms-wide consecutive windows were used, i.e., an early
window (30–120 ms), an intermediate window (120–210 ms), and a
late window (210–300 ms), time-locked to the stimulus onset. In the
latency-corrected condition, these windows were set to be 80 ms wide,
starting from response onset (0–80 ms, 80–160 ms, 160–240 ms). In
both cases, windows and their duration were chosen on the basis of the
temporal dynamics of attentional effects at the population level (see
RESULTS). To define prestimulus effects of attention, we calculated
mean firing in a 400-ms time window before stimulus onset, including

Fig. 1. General effects of attention. A: temporal sequence of events in the behavioral task. FP, fixation point; RF, classical receptive field. The pentagon and the
triangle represent the cue stimuli instructing attention outside or inside the RF, respectively; bars represent the stimuli to be discriminated. B: each panel
represents the behavioral performance of 1 monkey. Average accuracy (percentage of correct responses) and reaction times (RTs) as a function of %contrast are
represented along the left and the right axes, respectively. Solid and dashed lines depict accuracy and RTs, respectively, for the orientation discrimination task
performed inside (red) or outside (blue) the RF of the neuron under study; n, no. of averaged sessions. Only 1 data point is shown for monkey F in the
attention-outside condition because the contrast was set to be constant (20%; see MATERIALS AND METHODS). C: average RTs measured for the orientation task
performed outside the RF as a function of the distracter contrast (i.e., the contrast of the stimulus inside the RF, as shown on the x-axis). For monkey F,
performance is shown for the task executed on the intermediate contrast (20%; solid blue line; see MATERIALS AND METHODS). For monkey T, instead, performance
is shown for the task executed on a low contrast (5%; dotted blue line) or a high contrast (80%; dashed blue line). D: PSTHs are plotted for 4 representative
levels of contrast and aligned with stimulus onset for a monotonically saturating (top panels) and a contrast-selective (bottom panels) single-cell example. Blue
and red lines represent neuronal responses in the unattended and attended conditions, respectively. E: population PSTHs are shown for 6 logarithmically spaced
levels of contrast for the whole population of cells; conventions are as in D. *P � 0.05; **P � 0.01, significant differences in firing between the attended and
unattended conditions in 100-ms consecutive windows (Wilcoxon Mann-Whitney test). F: population averaged latency (in ms) is plotted as a function of
%contrast when attention was allocated outside (blue) or inside (red) the RF. Each point represents the average (mean 	 SE) across neurons.
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all trials recorded in the unattended and in the attended condition
separately.

To directly compare effects of attention on responses to different
contrasts, we plotted responses to attended stimuli against responses
to the same stimuli when they were unattended. To model the
relationship between data points, we used a linear regression analysis,
employing ordinary least squares as the estimation method. The
analysis of regression slope (employing the firing in the unattended
condition as the independent variable and the firing in the attended
condition as the dependent variable) allowed us to establish which
attentional mechanism was in place within a given time period,
because different gain functions are expected to distribute responses
in different ways (see RESULTS). Firing, as calculated in each window
of interest (90-ms consecutive windows or 20-ms sliding windows for
fine-grain temporal analyses; see above), was normalized to the
population strongest response across contrasts and conditions in that
epoch (note that results were fully consistent between the normalized
and the nonnormalized version of this analysis). Linear correlation
was significant for all tested windows (P �� 0.01). To assess
consistency of the results across cells in the population, we applied a
subsampling method (Politis and Romano 1994). Specifically, random
subsamples of cells were extracted (without replacement) 10,000
times from the original population, with the size of the subsample
corresponding to around two-thirds of the size of the population of
interest (200 cells in each sample for analyses on the whole popula-
tion, 150 cells in each sample for analyses on neurons with homog-
enous contrast sensitivity, and 100 cells in each sample for analyses
on subpopulations of neurons, respectively with or without baseline
shift; see RESULTS), and the slope was computed as a function of time
for each subsample. Confidence intervals were computed as means 	
z(�)·SD (DiCiccio and Efron 1996) from the 10,000 newly generated
subsets. To estimate the significance of the temporal trends in the gain
modulation for the whole population of cells, Gaussian random
vectors were generated by using the means and variances estimated
from the subsampling procedure (Sripati and Johnson 2006). As a
result, these random vectors have no temporal trends. We then
performed a multivariate analysis of variance between the bootstrap
data and the randomly generated data to determine the significance of
the observed trends in the temporal unfolding of model slope values
(Sripati and Johnson 2006).

Single-neuron CRFs were determined for each cell using a non-
weighted, least-squares fitting procedure (MATLAB, curve fitting tool
“cftool”). The mean firing rate of each neuron was fitted to an
extension of the traditional Naka-Rushton function (Albrecht and
Hamilton 1982), namely, the Peirce function (Peirce 2007):

Response � Rmax

Cn

�C50
sn � Csn�

� base ,

where Rmax is the firing rate at which the curve asymptotes (note that
it corresponds to the maximal response for monotonic functions),
“base” is the undriven activity, C50 is the semisaturation contrast (i.e.,
the contrast value needed to reach half of the maximal response rate),
the exponent n represents the slope of the curve, and s is the
suppressive exponent. When s assumes a value of 1, the function
corresponds to the traditional Naka-Rushton function, whereas higher
values of s indicate nonmonotonic patterns. We used s to label cells as
traditional monotonic or contrast selective; to be conservative, we
considered a cell to be selective when s � 1.1 (Sani et al. 2013). We
evaluated the goodness of fit by calculating the R2 value (1 �
SSE/SST, where SSE is the sum of squares error and SST is the sum
of squares totals). Results were described and further analyzed only
for well-fitted cells in both attentional conditions (R2 � 0.7). In all
analyzed temporal windows, both the unattended and the attended
responses of individual cells were fitted almost equally well by the
Peirce function (median explained variance, respectively, 92% and
91% in the early window, 80% and 82% in the intermediate window,

and 75% and 77% in the late window; a decrease in explained
variance over time is likely due to the global decay of neuronal
responses). Attentional effects on single-neuron CRFs were quantified
by calculating the attention index (AI) for each relevant parameter as
follows:

�Parameterattended � Parameterunattended�
�Parameterattended � Parameterunattended�

.

In addition to base, we evaluated Rmax, C50, and slope for tradi-
tional cells, whereas peak height, shift, and width were derived from
the equation for contrast-selective cells. Specifically, we calculated
shift (or peak contrast) as the contrast at which the maximal response
occurred, and width (or bandwidth) as the difference between the two
contrast levels at which the response was three-fourths of the maximal
response, corresponding to 25% inhibition; note that a minority of
nonmonotonic cells showed an inhibition lower than 25%, and their
bandwidth could not be measured.

For a subset of cells, we additionally quantified the degree of
monotonicity through the monotonicity index (MI; Ledgeway et al.
2005):

1 �
�Rmax � R100�
�Rmax � R0�

,

where Rmax is the maximum response of the neuron, R100 is the
response to the maximal contrast used, and R0 is the response to the
null stimulus. MI assumes the value of 1 when the response is
monotonically increasing (i.e., the response to the highest contrast is
the maximal response of the neuron); it is smaller than 1 when the
pattern is nonmonotonic (i.e., the response to the highest contrast is
not the maximal response of the neuron).

Population CRFs were determined by averaging firing across se-
lected cells and fitting the Peirce equation to the resulting data. To
properly evaluate population effects for contrast-selective cells, we
aligned the CRFs of all units to their respective peak position in the
unattended condition. We placed the data points along a normalized
abscissa using the equation

peak position � contrast

peak position � contrast

and averaged firing within 0.2 bin width. By aligning peak values of
all units to the zero point (see RESULTS), as is conventional in the
construction of population tuning curves for other visual features, this
procedure enables the assessment of attentional effects at the peak and
along its flanks for the whole population.

RESULTS

We trained two adult macaque monkeys to discriminate the
orientation of achromatic bar stimuli in return for juice reward
(Fig. 1A; see MATERIALS AND METHODS). In separate alternating
blocks, the animals were instructed to covertly direct attention
to either of two bars simultaneously presented on the screen,
one inside and one outside the RF of the recorded neuron,
while keeping central fixation. The bar inside the RF was
displayed at various contrasts selected randomly on each
trial. The monkeys reached a high level of performance at
the task, with accuracy exceeding 75% (except for responses
to stimuli presented at 2.5% contrast) and short RTs, indi-
cating that the animals responded confidently to the orien-
tation at the cued spatial position while disregarding the
other stimulus (Fig. 1B).

Because a principal aim of our study was to characterize the
evolution of attentional effects over time, we performed a
control analysis directed at verifying whether the relative
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saliency of the distracter stimulus might produce rapid conse-
quences on the dynamics of attentional allocation, in turn
affecting behavioral performance. In particular, one might
expect longer RTs when the animal is engaged in processing a
low-contrast target at the attended location while a high-
contrast distracter is presented at the unattended location (trig-
gering strong bottom-up attentional capture; for review, see for
example Theeuwes et al. 2010), compared with when the
distracter has relatively low contrast with respect to the to-be-
attended stimulus. Although several features of the paradigm
were meant to ensure stable allocation of attentional resources
in space (see MATERIALS AND METHODS), and extensive training
rendered the animals highly proficient at the task (implying
strong resistance to bottom-up attentional capture), we set out
to directly control for this potential problem by using the
following approach. RTs of correct responses were evaluated
when the monkeys performed the task outside the RF as a
function of distracter contrast, i.e., the contrast level of the stim-
ulus inside the RF. Specifically, for monkey F, RTs for correct
responses to the single, intermediate contrast level (20%) used for
the task performed outside the RF (see MATERIALS AND METHODS)
were assessed as a function of the variable distracter contrast
inside the RF. As confirmed statistically (P � 0.79, Kruskal-
Wallis test), we obtained a completely flat pattern of RTs
across distracter contrasts (Fig. 1C). A similar approach was
applied for monkey T, for which we could isolate more critical
control conditions. In the latter case, in fact, RTs as a function
of the (inside RF) distracter contrast were separately measured
when the animal was performing the (outside RF) task on a
relatively low (5%)- or high-contrast (80%) target stimulus. In
both cases, we found no significant modulation of RTs as a
function of distracter contrast (P � 0.64 and P � 1, respec-
tively, for the 5% and 80% target contrast conditions, Kruskal-
Wallis test; Fig. 1C). On the basis of the collected evidence, we
could safely exclude any marked influence of relative saliency
of the distracter on the dynamics of attentional allocation in our
task.

We recorded responses of V4 neurons to different luminance
contrasts while the animals were attending inside or outside the
neuron’s RF; 307 cells (172 from monkey F and 135 from
monkey T) were selected for in-depth analysis on the basis of
the quality and stability of recordings, and after verifying for
the correct allocation of spatial attention (see MATERIALS AND

METHODS). In what follows, we mainly report on responses
elicited by an optimally oriented stimulus. A systematic char-
acterization of CRFs in V4 using part of the data from the same
experiment, but regardless of any effect of attention, has been
published previously (Sani et al. 2013).

General effects of attention. Within the population of re-
corded neurons, single V4 units displayed heterogeneous at-
tentional effects, varying in overall strength and impact on
different contrast levels, while sharing similar temporal dy-
namics. Figure 1D shows the peristimulus time histograms
(PSTHs) of two representative neurons, i.e., a traditional
monotonic (Fig. 1D, top) and a contrast-selective cell (Fig. 1D,
bottom; Sani et al. 2013). In the single-cell example shown in
Fig. 1D, top, attention exerts a comparable enhancement for all
contrast levels, whereas for the single-cell example shown in
Fig. 1D, bottom, a selective boost of responses at low contrasts
is evident. Interestingly, for the latter neuron, although firing is
comparable in response to 2.5% and 80% contrast stimuli in

the unattended condition, the attentional effect is remarkably
different for the same two contrast levels. Critically, for both
neurons in Fig. 1D, the attentional modulation is weak in the
rising phase of the visually driven response but grows stronger
in later phases; interestingly, a baseline shift is also present
before stimulus onset, especially for the neuron depicted in Fig.
1D, bottom.

To obtain a global assessment of attentional influences on
neuronal firing, we averaged responses in the attended vs.
unattended condition across the entire population of 307 re-
corded neurons (Fig. 1E). We detected different time epochs of
potential interest: a significant positive modulation before
stimulus onset, a weak or negative modulation at the visually
driven response peak (especially for middle and high con-
trasts), and a strong positive effect at later phases of stim-
ulus processing (~150 ms after stimulus onset). The late
positive modulation remains strong for low contrasts up to
~350 ms poststimulus, whereas it tends to vanish for high
ones. This pattern of results was fully confirmed after
selecting neurons showing a statistically significant atten-
tional modulation in the poststimulus phase (n � 170; as
assessed by the Friedman test in a 0- to 300-ms time window
poststimulus onset, P � 0.05), with the size of the effects
being increased, as expected.

We then explored whether the latency of visual respon-
ses differed between the two attentional states (Fig. 1F; see
MATERIALS AND METHODS). In line with the literature (Albrecht
1995; Gawne et al. 1996; Lee et al. 2007), we observed a
significant reduction in response latency with contrast in
both attention conditions (P � 0, Kruskal-Wallis test). We
also found a slight but reliable latency reduction when
attention was directed inside the RF (on average across
contrasts: �1.53 	 0.48 ms mean 	 SE; P � 0.002,
Friedman test), in agreement with a recent study reporting
small (1–2 ms) but significant reductions in the latency of
spiking and LFP responses in area V4 with attention (Sund-
berg et al. 2012; but see Lee et al. 2007).

Different attention gain mechanisms are engaged over time.
On the basis of suggestive evidence for a critical time depen-
dency of attentional effects at both the single-cell and the
population level (Fig. 1, D and E), we systematically charac-
terized the temporal dynamics of the attentional modulation.
For each contrast we calculated normalized mean firing rate
time-locked to stimulus onset in 20-ms windows shifted by
1 ms (see MATERIALS AND METHODS) and plotted firing as a
function of time, separately for the unattended and the attended
condition (Fig. 2A). The comparison between these two con-
ditions confirmed that attention affects responses differently
over time. To better distinguish these dynamic changes, we
computed the difference in firing in the unattended vs. attended
condition within each 20-ms window (Fig. 2B) and checked its
statistical significance by applying nonparametric random per-
mutation tests (Fig. 2C; see MATERIALS AND METHODS). Across
the population, the difference is reliably positive before stim-
ulus onset and for the zero-contrast stimulus condition, in line
with previous findings (Buffalo et al. 2010; McAdams and
Maunsell 1999; Luck et al. 1997; Reynolds et al. 1999).
Interestingly, attention has a negative (or null) effect in early
phases of visually driven activity and a strong positive effect in
later epochs. The early drop in the attentional modulation
(bluish area in Fig. 2B) is progressively weaker and delayed as
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contrast decreases. Note that, for each contrast, there is a
temporal coincidence between the visual response peak and the
deepest drop in attentional modulation, suggesting that, at a
specific point in time, top-down attentional signals and bot-
tom-up visual drive are concurrently modulating V4 and that
the bottom-up drive dominates neuronal firing. This finding is
in agreement with the idea of a brief disruption of spatial
attention induced by the onset of visual stimulation, as previ-
ously proposed (Hayden and Gallant 2005). Fully coherent

results were obtained when we analyzed data from the subpop-
ulation of cells significantly modulated by attention (Fig. 2,
D–F), as well as responses to the suboptimal orientation and
data from the two monkeys separately (data not shown). To
rule out a decisive contribution of latency differences to the
described temporal dynamics of attentional modulation, we
applied the same approach for the visual latency-corrected
condition (see MATERIALS AND METHODS) and confirmed a neg-
ative difference in firing soon after response onset and a strong
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positive modulation in later epochs (Fig. 2, G–I). All subse-
quent analyses were performed on both stimulus-locked and
latency-corrected data with a fully coherent pattern of results;
in what follows, we mainly report results from the stimulus-
locked conditions, unless otherwise stated.

We then tested directly the extent to which previously
established attentional models (i.e., contrast gain, multiplica-
tive, and additive models) could succeed in characterizing
population effects, especially within distinct epochs of process-
ing. We plotted population mean firing in the attended condi-
tion against mean firing in the unattended condition and ana-
lyzed the pattern of the data (Williford and Maunsell 2006).
The diagrams in Fig. 3A show the theoretical patterns of
response modulation according to the various models. Contrast
gain would predict the greatest effect (maximum distance from
the diagonal) for low and intermediate contrasts (slope �1;
Fig. 3A, left), given the typical saturation of the CRFs at high
contrast. Multiplicative gain would cause all responses to lie on
a straight line that moves farther away from the diagonal as
response strength increases (slope �1; Fig. 3A, middle). The
additive model would predict all responses to lie on a straight
line parallel to the diagonal (slope � 1; Fig. 3A, right). The
slope of the regression of the attended against the unat-
tended responses can be taken as a good index of the validity
of the various models. We plotted the normalized population
firing in the attended against the unattended condition for
each 20-ms window and performed linear regression anal-
yses (see MATERIALS AND METHODS). Figure 3B reports three
example regression panels along with their respective CRFs.
Each example confirms a clear correspondence between the
slope value obtained in each epoch and the attentional effects
over the CRF in the same epoch (see Supplemental Movie S1;
supplemental material for this article is available online at the
Journal website). To establish the prevalent gain mechanism in
the population, we measured the regression slope as a function
of time. As illustrated in Fig. 3C, a single gain model fails to
describe the interaction between contrast and attention over
time. Whereas in an early phase, the attentional effect appears
to reflect a contrast gain mechanism (slope �1), the slope then
increases well above unity, reaching a maximum around 150
ms after stimulus onset, consistent with a multiplicative gain
model; in a later phase (~250 ms), the population slope again
decreases below unity, consistent with the resurgence of a
contrast gain mechanism.

To check whether the described dynamics of attentional
effects (Fig. 3C) might (at least partly) originate from the
time-varying influence of attention on different neurons within

the population, e.g., depending on their basic visual properties,
and in particular their contrast sensitivity (Williford and Maun-
sell 2006), we selected a subset of cells for which the value of
C50 fell within a narrow range. Specifically, by applying fitting
procedures to individual neurons (see MATERIALS AND METHODS),
we observed that neurons in our data set were mostly charac-
terized by high contrast sensitivity, corresponding to low
values of C50 (Fig. 4A; see also Sani et al. 2013), as measured
in the visually driven time window (30–120 ms after stimulus
onset; see below). We then removed 21% of the cells (61 of
288 well-fitted cells) in the data set for which the value of C50
was higher than 15% contrast (Fig. 4A, open bars) and repeated
the linear regression analyses as described above. As evident
from Fig. 4B, the evolving intervention of attentional gain
mechanisms over time was fully confirmed for neurons with
more homogenous contrast sensitivity. Thus the alternation of
different attentional gain mechanisms is not to be ascribed to
the varying prevalence of effects on groups of cells with
heterogeneous contrast sensitivity in different phases along the
epoch of interest.

To further characterize how attention modulates responses
of the whole population of neurons in our data set within th-
ree subsequent time epochs, each corresponding to the preva-
lence of a specific gain mechanism (Fig. 3C, gray shaded
areas), we analyzed mean firing in an early (30–120 ms), an
intermediate (120–210 ms), and a late window (210–300 ms)
using stimulus-locked spike trains (Fig. 5A). As shown in Fig.
5B, where differences in firing between attentional conditions
are plotted as a function of contrast, each temporal window
reveals a distinct pattern of modulation, consistent with the
notion that different attentional mechanisms intervene over
time. Specifically, attention mainly enhances responses at low
contrasts in the early epoch (Fig. 5B, left), in line with a
contrast gain model (no significant modulation is found at the
highest contrast; P � 0.59, Wilcoxon-Mann Whitney test);
however, the enhancement observed for the lower contrast
differs only marginally from that observed for the null stimulus
(P � 0.09). In the intermediate time window, attention boosts
responses at all contrast levels (Fig. 5B, middle); critically, the
enhancement is greatest for 10% contrast, which yields the
maximal response in the unattended condition (Fig. 5C, dark
gray curve; note that the maximal population response in this
case is not obtained for the highest contrast level, due to the
presence of a substantial proportion of cells in the sample
showing selective tuning for contrast; Sani et al. 2013; see
below), and this effect is significantly larger than that observed
at 2.5% contrast (P � 0.01), as predicted by a multiplicative

Fig. 2. Temporal dynamics of attentional modulation. A: for each contrast level, normalized population firing (surface color coding) in the stimulus-locked
condition is shown as a function of time for the entire population of recorded cells. Top panel shows responses recorded in the unattended condition (ATT OUT),
whereas bottom panel reports responses recorded in the attended condition (ATT IN). Responses were calculated in 20-ms windows, shifted by 1 ms. Note that
average population firing rates were normalized to the maximum population firing across all contrasts and conditions shown. B: normalized firing difference
between the attended and unattended condition over time is reported separately for each contrast level; color bar at far right represents the correspondence
between firing difference values and surface color coding for B, E, and H. C: reliability in time of the observed attentional modulations is indicated by the P
value associated with the given modulation, as assessed by nonparametric random permutation tests (see MATERIALS AND METHODS). Color bar at far right
represents surface color coding of the represented P values for C, F, and I: white color surfaces correspond to nonsignificant spike differences between the
attended and unattended conditions, whereas dark red surfaces correspond to P � 0.0008. D–F: cells significantly modulated by attention. Stimulus-locked,
normalized population firing in the attended and unattended conditions (D), normalized firing difference between the 2 conditions (E), and reliability of the
observed attentional modulations (F) are reported for the subpopulation of cells showing a significant attentional modulation (see text). G–I: visual
response-locked (latency corrected) analyses. Normalized population firing in the attended and unattended conditions (G), normalized firing difference between
the 2 conditions (H), and reliability of the observed attentional modulations (I) are reported for the entire population of recorded cells, after correction for
differences in response latency, i.e., time-locked to visual response onset (see MATERIALS AND METHODS).

971EVOLVING GAIN MECHANISMS OF ATTENTION IN V4

J Neurophysiol • doi:10.1152/jn.00522.2016 • www.jn.org

 by 10.220.33.2 on A
ugust 2, 2017

http://jn.physiology.org/
D

ow
nloaded from

 

http://jn.physiology.org/


rescaling of the CRF. In the late epoch (Fig. 5B, right), again
attention predominantly strengthens responses to middle and
low contrasts; in this case, the modulation for 2.5% contrast is
significant (P � 0.0001), and, differently from what is obtained
in the early epoch, it is also reliably larger than that observed
for the null stimulus (P � 0.02). A compatible pattern of
attentional modulation as a function of contrast and time
window is reported for the latency-corrected data (Fig. 5, D
and E). Note that the divergent pattern of modulation within
the intermediate and late epochs can hardly be the direct
consequence of differences in firing across the two time ep-
ochs, because the CRFs obtained in the unattended condition
(Fig. 5, C and F) are highly similar across these two epochs
(especially in the latency-corrected condition).

Interestingly, not only are the attentional effects profoundly
different in nature over subsequent phases of visual processing
at the population level, but also the number of single cells
contributing significantly to the attentional effects changes
over time and is maximal in the multiplicative phase. We

statistically assessed poststimulus attentional modulation in the
three epochs of interest by applying a Friedman test (� � 0.05)
with contrast and attention as main factors. In the early time
window, 47 cells (22.5%) were modulated by attention; the
number was more than doubled in the intermediate window
(136 cells; 44.3%) and still substantial in the late window (105
cells; 34.2%).

Attention and heterogeneous contrast coding: evidence from
single-cell analyses. Contrast coding across neurons in area V4
shows considerable variability along a continuum (Sani et al.
2013). We assessed whether the pattern of attentional modu-
lation we described for the entire population reliably held for
neurons that encode contrast in a distinct manner (i.e., for cells
with traditional monotonic CRFs and for contrast-selective
cells). For each of the three time windows of interest,
single-neuron CRFs were fitted by the Peirce equation,
which is able to accommodate for both kinds of contrast
coding by virtue of a suppressive exponent (Peirce 2007; see
MATERIALS AND METHODS). The sample of recorded neurons

Fig. 3. Attentional models. A: schematics of how responses should be distributed if attention caused a pure contrast gain, multiplicative gain, or additive effect
(see text). B: population normalized firing rates for each contrast in the attended vs. unattended condition are plotted for three 20-ms windows, time-locked to
stimulus onset (right panels). Each point represents the average population response to a single contrast level, lines represent the linear regression for the plotted
points (P � �0.01), and labels report the regression slope, whose value is diagnostic to decide which attentional model best describes data within each window.
Left panels represent corresponding population CRFs in the attended (red) and unattended (blue) conditions. C: time course of the attentional effects. Slope values
of the regression lines calculated within each 20-ms window are plotted as a function of time; the white ribbon indicates 95% confidence intervals computed
using a subsampling procedure (with the size of each subsample corresponding to 200 cells; see MATERIALS AND METHODS). Shaded vertical rectangles highlight
3 consecutive temporal windows of particular interest (see text). Note that temporal trends were significant (multivariate ANOVA, P � 0.0005; see MATERIALS

AND METHODS).
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showed a certain degree of variability both in the overall
strength and distribution of attentional effects across contrasts,
as previously described in macaque V4 and other cortical
visual areas (Martínez-Trujillo and Treue 2002; Reynolds et al.
1999; Thiele et al. 2009; Williford and Maunsell 2006). Spe-
cifically, Fig. 6A, 1st and 2nd panels, depicts two traditional
single-cell examples modulated through a contrast gain or a
multiplicative gain in the intermediate window, respectively.
Importantly, and new to the field, we found contrast-tuned
neurons to be strongly modulated by attention (Fig. 6A, 3rd and
4th panels); this modulation appeared to be mainly exerted
through a multiplicative gain mechanism, but some neurons
did show a contrast gain-like modulation, wherein the response
peak was shifted toward lower contrast levels.

We therefore separately considered the subpopulations of
cells showing traditional (monotonic) or selective (tuned)
CRFs in both attentional conditions, as established on the basis

of the suppressive exponent of the fitted equation (Sani et al.
2013), and quantified attention-dependent variations of critical
CRF parameters due to attention using an attention index (AI)
calculated for each parameter (see MATERIALS AND METHODS).
Consistent with the results at the whole population level,
monotonic cells showed contrast gain modulation in the early
window, with a significant decrease in C50, or the semi-
saturation contrast (Fig. 6B, left), and a leftward shift of the
average population curve (Fig. 6C, left). On the contrary, Rmax
values (i.e., responses to highest contrasts) significantly in-
creased in the intermediate window (Fig. 6B, middle), corre-
sponding to an upward shift of the average population curve
and reflecting a multiplicative gain modulation (Fig. 6C, mid-
dle). Finally, in the late window, we found a reduction of C50
and a significant increase of the slope (Fig. 6B, right); the
attentional effect was stronger for low and intermediate contrasts
(Fig. 6C, right), thus confirming a contrast gain modulation.

A compatible pattern of results was found for contrast
selective neurons, although with some peculiarities. Specifi-
cally, the attentional modulation in the early window was
rather weak and limited to a significant baseline enhancement
(Fig. 6D, left). However, a nonsignificant leftward shift of the
peak, which was on average slightly lower and narrower, could
be described (Fig. 6E, left). Similarly, the attentional modula-
tion of fitted parameters in the late window was generally
consistent with the described enhancement of responses to
middle and low contrasts of the overall population (although
not reaching statistical significance for this subgroup of cells);
in fact, variations of the equation parameters with attention
show that the peak position slightly shifted to the left and peak
width decreased (Fig. 6D, right). Consistently, the mean re-
aligned population curve reveals an enhancement of the left
flank of the tuning function (Fig. 6E, right). Finally, an atten-
tional multiplicative modulation was evident in the middle
window, with a significant increase in peak height (Fig. 6D,
middle); the average population curve shows that attentional
effects are spread across all contrast levels, being however
slightly higher at the peak (Fig. 6E, middle). A further analysis
revealed that what appears to be, on average, an additive effect
in this window is actually due to the attentional modulation
being typically stronger at the peak, and also sometimes
stronger along one of the two flanks of the tuning curve. To
address this point, for each selective neuron, the AI on firing
rate was calculated separately for contrasts lower (AI low) and
higher (AI high) than the preferred one, as established in the
unattended condition (Fig. 7A); the scatter plot compares the
attentional modulation exerted on the left (AI low) vs. right (AI
high) flank of the tuning function. Note that most points are
distributed along the diagonal, in line with the observation
of a comparable attentional modulation along the two flanks
of the tuning curves; in fact, a reliable correlation emerges
in the strength and direction of the attentional modulation over
the two flanks of the tuning curve (P � 0.001). However, there
is a considerable degree of variability (see Fig. 7, B–D), with
points far away from the diagonal and almost equally distrib-
uted on the two sides of it, meaning that at least a subset of
contrast-selective cells show stronger enhancement for one
flank than the other of the tuning curve. Such asymmetric
effects at the single-cell level might well account for the
quasi-additive effect observed at the population level (Fig. 6E,
middle). Interestingly, the asymmetry of the attentional mod-

Fig. 4. Negligible impact of varying single-cell contrast sensitivity on the
overall dynamics of attentional effects. A: histogram represents the distribution
of C50 across the population of recorded neurons, as assessed during the
visually driven temporal window (30–120 ms after stimulus onset) in the
unattended condition. The dashed vertical line represents the cutoff value (15%
contrast) used for the subsequent control analysis. Note that most of the cells
in the population showed high contrast sensitivity (Sani et al. 2013), corre-
sponding to low values of C50 (filled bars), whereas only a minority of cells (61
cells, 21% of the 288 well-fitted cells in the considered epoch/condition; open
bars) showed low and variable contrast sensitivity. B: time course of the
attentional effects measured for cells with relatively uniform contrast sensi-
tivity. Slope values of the regression lines calculated within each 20-ms
window are plotted as a function of time for the subpopulation of cells showing
a value of C50 lower than 15% contrast; the white ribbon indicates 95%
confidence intervals computed using a subsampling procedure (see MATERIALS

AND METHODS). Conventions are as in Fig. 3C.
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ulation is negatively correlated with peak position along the
contrast axis (P � 0.02) such that cells with a preference for
very low contrast values tend to show a stronger modulation of
the right flank of the tuning curve (Fig. 7C), and vice versa,
neurons with a preference for high contrast values tend to show
a stronger modulation of the left flank of the tuning curve (Fig.
7D). In brief, for selective cells, we found only a modest
modulation, mainly exerted on the left flank of the tuning
function, in the early phase, whereas a clearer contrast gain
modulation emerged during the late phase. Maximal effects of
attention, however, were expressed during the intermediate
epoch, where responses were multiplicatively rescaled, with
the strongest modulation occurring at peak contrast; in some
cases, a more pronounced effect was found along one of the
two flanks of the curve, in turn related to the peak position for
the given neuron. Interestingly, the described multiplicative
modulation is similar to that exerted by attention over other
basic visual features, such as orientation (McAdams and
Maunsell 1999).

Consistent with previous work (e.g., Lee and Maunsell
2010; Williford and Maunsell 2006), results at the single-cell
level showed a certain degree of variability. Nonetheless, the
temporal unfolding of gain mechanisms described for the entire
population, as well as for monotonic and selective cells, was
further confirmed at the level of individual neurons, as can be
appreciated by the following approach. We plotted single-cell
changes induced by attention on the critical parameters distin-
guishing contrast gain and response gain accounts of atten-
tional effects, separately for the early (Fig. 8A), intermediate
(Fig. 8B), and late time epochs (Fig. 8C). The AI for C50
(monotonic cells; filled circles) or peak contrast (selective
cells; open circles) is reported on the x-axis; (leftward) shifts in
this parameter are the signature of a contrast gain effect of
attention. The AI for Rmax (monotonic cells; filled circles) or
peak height (selective cells; open circles) is reported on the

y-axis; (upward) shifts in this parameter are the signature of a
response gain effect of attention. Despite variability of the
results across single cells in the population, we could confirm
a prevalence of a contrast gain effect in the early (Fig. 8A) and
late windows (Fig. 8C), as shown by a leftward shift in the
C50/peak position distribution (WIN1: AI � �0.06 	 0.02,
mean 	 SE, P � 0.001, Wilcoxon signed rank test; WIN3:
AI � �0.11 	 0.05, P � 0.05; see histograms above the
plots). In both the early and late epochs, instead, no clear bias
could be detected for attention-induced variations in maximal
firing, which was either reduced or increased with similar
probability across the population (WIN1: AI � 0 	 0.01, P �
0.51; WIN3: AI � 0.02 	 0.03, P � 0.63; see histograms to
the right of the plots). Conversely, in the intermediate time
window (Fig. 8B), a prevalence of a response gain effect, i.e.,
of increases in Rmax/peak height, was observed (the histogram
to the right of the plot shows a clear bias toward positive AI
values; WIN2: AI � 0.08 	 0.03, P � 0.01). Leftward and
rightward shifts in C50/peak position were instead observed
with equal probability across the population during this epoch
(the distribution of this parameter was symmetrical around
zero; WIN2: AI � �0.01 	 0.05, P � 0.66; see histogram
above the plot).

In conclusion, the temporal dynamics of attentional modu-
lation, as described for the whole population (Figs. 3 and 5),
was evident for both traditional and contrast-selective cells
(Figs. 6–8), thus demonstrating that neurons with different
coding properties are mainly modulated through two types of
gain function that occur sequentially. At any rate, such homo-
geneous temporal dynamics of attentional effects among neu-
rons with different patterns of contrast selectivity suggests a
similar contribution of those different cell classes to the overall
attentional effects and provides further insights regarding the
mechanisms underlying contrast coding and attention, and their
interaction (see DISCUSSION).

Fig. 5. Early, intermediate, and late epochs. A and D: population PSTHs time-locked to stimulus onset (A) and to visual response onset (D) are plotted for 5%
and maximal contrast in both the attended (red) and unattended (blue) conditions. The gray shaded areas represent critical time windows: early (30–120 ms),
intermediate (120–210 ms), and late (210–300 ms). B and E: average response difference (sp/s, spikes/s) is plotted as a function of contrast for the early (left),
middle (middle), and late windows (right), using stimulus-locked (B) and visual response-locked (E) spike trains. Vertical lines represent SE. C and F: population
CRFs in the unattended condition are shown for each temporal window aligned to stimulus onset (C) and visual response onset (F).
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Unexpectedly, attention was also able to alter the overall
pattern of responses to varying contrast (CRF shape) in a
substantial number of cells (respectively, 32%, 36% and 36%
of the total well-fitted cells in each of the critical time epochs):
attention could either convert a traditional monotonic CRF into
a contrast-tuned cell, i.e., a peak appeared (Fig. 9A, left; see
also Fig. 5C from Williford and Maunsell 2006 for a compat-
ible cell example), or convert contrast-selective, tuned re-
sponses into a traditional profile, i.e., the peak disappeared
(Fig. 9A, right). This effect was evident as a strong change in
the value of the suppressive exponent of the Peirce function
that defines the shape of the CRF (Fig. 9B), as well as in the
monotonicity index (Fig. 9C; see MATERIALS AND METHODS). In
each of the three critical epochs, there were two consistent
groups of neurons of roughly the same size, fitted comparably
well and with a change in shape of comparable strength in
either of the two directions, as assessed by these parameters.
Although further investigations are required to better under-
stand the observed phenomenon, such radical changes in CRF
profile might reflect the ability of attention mechanisms to
optimize selectivity in the population of recruited neurons. In
other words, in tasks where fine contrast discrimination/cate-
gorization is required or, vice versa, in tasks where contrast is
completely irrelevant, attention might be able to turn CRF
shape of a fraction of neurons into tuned or monotonic,

respectively, ultimately optimizing task performance. In our
experiment, monkeys performed an orientation discrimina-
tion task, with stimulus contrast contributing significantly to
the discriminability of target stimuli, although it was task
irrelevant; consistently, we found an ambiguous situation in
which attention changed CRF shape of a fraction of neurons
bidirectionally.

Contribution of pure top-down signals. In our experiment,
the monkeys were informed of the behaviorally relevant loca-
tion in advance of stimulus presentation (see MATERIALS AND

METHODS). This enabled us to establish the extent to which
top-down signals exert relevant anticipatory effects on baseline
activity, as found in prior electrophysiological studies in mon-
keys (Buffalo et al. 2010; Luck et al. 1997; McAdams and
Maunsell 1999; Reynolds et al. 2000) as well as in several
human functional magnetic resonance imaging (fMRI) studies
(Kastner et al. 1999; Li et al. 2008; Ress et al. 2000; Sylvester
et al. 2009). For each cell, we compared firing activity in the
attended vs. the unattended condition, over a 400-ms time
window before stimulus onset (Fig. 10A). Whereas 156/307
cells (50.8%; Fig. 10B, bottom) were significantly modulated
(Wilcoxon-Mann Whitney test, P � 0.05), 151 (49.2%; Fig.
10B, top) were not. For modulated neurons, average firing rate
was 4.3 spikes/s in the attended condition and 3.5 spikes/s in
the unattended condition, corresponding to a 24.6% increase in

Fig. 6. Effects of attention on different cell classes. A: a contrast gain (1st panel) and a multiplicative modulation (2nd panel) are reported for 2 example cells
showing traditional monotonic CRFs. A contrast gain (3rd panel) and a multiplicative modulation (4th panel) are reported for 2 example cells showing selective
CRFs. Mean firing rate (spikes/s) is plotted as a function of %contrast for the attended (red) and unattended (blue) conditions. Each point represents the average
of �12 stimulus presentations, along with its SE (vertical lines). Solid lines depict the best fitted curve provided by the Peirce equation. Labels report the cell
name and the temporal window used to calculate firing. B: attentional modulation of the average best fitted parameters of traditional monotonic cells. AI was
calculated for parameters provided by the Peirce function for each neuron in both attentional conditions and then averaged across cells for the early (left),
intermediate (middle), and late window (right). Vertical lines represent SE. *P � 0.05 indicates the mean of the AI distribution was significantly different from
zero (Wilcoxon test). C: average normalized responses of cells showing a traditional CRF in both the attended (red) and unattended (blue) conditions are reported
as a function of contrast for each time window. Vertical lines represent SE. Solid lines represent the best fitted curve provided by the Peirce function. D:
attentional modulation of the average best fitted parameters of contrast selective cells; same conventions as in B. E: average normalized responses of cells
showing contrast-selective responses in both attentional conditions are plotted after the CRFs of all units were aligned to their respective peak position in the
unattended condition (see MATERIALS AND METHODS); same conventions as in C.

Fig. 7. Modulation of contrast-selective cells during the multi-
plicative stage. A: scatter plot comparing the single-cell atten-
tion index (AI) separately for responses to contrasts lower (AI
low) and higher (AI high) than the preferred one, as established
in the unattended condition. Histograms represent the distribu-
tion of AI for the contrast higher (right plot) and lower (top
plot) than the preferred one. Red dots represent the position in
the scatter plane of the 3 single-cell examples shown in B–D.
B–D: attentional modulation of contrast-selective cells (same
conventions as in Fig. 6A). Data in B represent an example
neuron lying on the diagonal and thus showing symmetric
attentional effects of attention on the 2 flanks of the tuning
function, i.e., a pure multiplicative effect. Data in C represent
an example neuron lying on the left of the diagonal (top left
quadrant), thus showing a stronger effect of attention on the
right flank of the tuning function (i.e., for contrasts higher than
the peak). Data in D represent a contrast-selective neuron lying
on the right of the diagonal (top right quadrant), thus showing
a stronger attentional effect for contrasts lower than the peak. In
all cases, the largest effect in this temporal window (interme-
diate epoch) mainly occurs for the contrast level eliciting the
maximal response, thus confirming a multiplicative rescaling of
neuronal responses. Interestingly, in the examples shown in C
and D, the asymmetry in the attentional modulation along the
flanks of the tuning curve appears to be related to peak position
in the given neuron, as confirmed by quantitative analyses (see
text).
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firing in the attended condition. The temporal evolution of the
baseline modulation at the population level was analyzed by
calculating firing in 100-ms time windows shifted by 25 ms
(Fig. 10B, middle). Interestingly, attention to the RF progres-
sively increases baseline activity, probably reflecting a grow-
ing effort in attentional deployment with time. Although this
effect was strong in the subpopulation of cells showing a
significant baseline shift (Fig. 10B, bottom), it was nearly
absent in the subgroup of unmodulated cells (Fig. 10B, top).

We explored the contribution of purely top-down signals to
the poststimulus effects of attention by analyzing the temporal
dynamics of attention separately for the two cell populations,
respectively with and without a reliable baseline shift. The
progression of different gain mechanisms, as described for the
general population (Fig. 3), was replicated in both subgroups,
but with important differences. The multiplicative effect was
stronger for cells without prestimulus modulation (Fig. 10C,
black curve); in contrast, a magnification of the contrast gain
modulation, in both the early and late windows, emerged for
cells with a reliable baseline shift (yellow curve). To test for
the reliability of these differences, we calculated the average,
normalized firing in the attended vs. unattended condition in
each of the 90-ms critical time epochs, separately for each
subpopulation of cells, and applied a subsampling procedure to
directly compare the slope values obtained with regression
analyses (see MATERIALS AND METHODS); as a result, we con-
firmed a statistically significant difference between slope val-
ues obtained for the two subpopulations in each critical time
window (Wilcoxon rank sum test; � � 0.05).

Analysis of firing differences as a function of attention
allowed for a deeper understanding of the effects in the two
subpopulations (Fig. 10C, insets a–f). Cells without baseline
shift (Fig. 10C, insets a–c) showed clear multiplicative rescal-
ing of responses during the intermediate window (Fig. 10C,
inset b), with maximal attentional enhancement for contrasts
yielding higher responses in the unattended condition (Fig.
10D, left, dark gray curve). In line with the absence of pre-
stimulus modulation for these cells, attentional modulation of
activity in the poststimulus epoch was especially weak for the
null stimulus, suggesting that multiplicative mechanisms de-
pend heavily on effective visual drive (Ekstrom et al. 2008).
The multiplicative rescaling of responses occurs in a delayed
epoch relative to onset of visual responses, likely reflecting a
recurrent stage of processing (see DISCUSSION). For this subpop-
ulation of cells, in the early epoch, we observed a negligible
spike difference for all contrasts tested (Fig. 10C, inset a),

Fig. 8. Attentional gain models and single-cell variability. A–C: scatter plots
comparing single-cell AI for contrast sensitivity/contrast preference and AI for
maximal response in the 3 critical time epochs, i.e., in the early (A), interme-
diate (B), and late window (C). Filled circles represent single cells showing a
traditional CRF, for which AI for C50 and Rmax, as obtained from the best
fitting procedures, are compared. Open circles represent single cells showing a
tuned CRF, for which AI for peak contrast and peak height, as obtained from
the best fitting procedures, are compared. Histograms representing the distri-
bution of AI for C50/peak position across the population are shown above each
plot, whereas histograms representing the distribution of Rmax/peak height
across the population are shown to the right of each plot. The red solid line in
each histogram represents the average AI for the given parameter across the
population (*P � 0.05, Wilcoxon signed rank test); numbers of cells with an
AI value �0 (left/bottom parts of the histograms) and �0 (right/top parts of the
histograms) are also reported on each graph.
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whereas a tendency toward contrast-gain modulation could be
detected in the late window, where attention exerted a maximal
(although still marginal) effect for low-to-intermediate contrast
levels (Fig. 10C, inset c).

In contrast, the subpopulation showing reliable baseline shift
(Fig. 10C, insets d–f) was characterized by clear attentional
effects for low contrast stimuli in all temporal windows. In the
early epoch (Fig. 10C, inset d), the attentional modulation at
low contrast levels was similar to that observed for the null
stimulus, in line with the idea that a preexisting modulatory
signal persists throughout the poststimulus phase for low con-
trast levels, where it appears to summate with the visual
response. Compatible with a subadditive mechanism, the pos-
itive influence of the baseline shift becomes progressively
weaker as the visual drive increases, eventually exerting no
effect on neuronal responses in the saturating portion of the
CRF. In the intermediate window, responses to high-contrast
stimuli are boosted through a multiplicative gain mechanism;
however, a strong attentional effect at low and intermediate
contrast is still present in this phase, leading to an almost equal
boost of responses to all contrasts (Fig. 10C, inset e). A
resurgence of contrast gain can be observed in the late window,

but with a different pattern relative to that observed in the early
phase; in this case, the late attentional enhancement of re-
sponses to low-contrast stimuli amply exceeds the effect mea-
sured for the 0% contrast stimulus (Fig. 10C, inset f). Notably,
visual activity is still sustained in the late window across the
whole contrast range (Fig. 10D, right, light gray curve), ruling
out the possibility that lack of modulation in the high-contrast
range might be ascribed to weak visual activity for higher
contrasts in this window. The pattern of modulation in the late
epoch is thus compatible with an effective contrast gain,
corresponding to an appreciable increase in contrast sensitivity
for this subpopulation of cells. An alternative, but not mutually
exclusive, account of the late contrast gain modulation might
be related to the different timing of the perceptual decision
process along the contrast range, although we did not find
direct evidence in favor of this hypothesis (see DISCUSSION).

Given the marked differences in the pattern of attentional
modulation between the two subpopulations of neurons illus-
trated in Fig. 10C, we tried to gain a better understanding of the
underlying mechanisms. First, we could exclude any impact of
fundamental variations in contrast coding between the popula-
tion of cells with and without a reliable baseline shift, because

Fig. 9. Attention reshapes CRFs. A: the 2 left panels represent 2 example cells whose CRF shape turns from traditional to selective, whereas the 2 right panels
represent 2 cells whose CRF shape turns from selective to traditional, as a consequence of attentional modulation; same conventions as in Fig. 6A. B: single-cell
suppressive exponent is reported for the attended and unattended conditions, separately for cells turning to selective (green) and to monotonic (orange). C:
single-cell monotonicity index (MI) is reported for the attended and unattended conditions; same conventions as in B.
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Fig. 10. Poststimulus modulation of attention interacts with prestimulus modulation. A: the bar illustrates the timeline and critical analysis windows: yellow and
white bands show the time window used to analyze prestimulus modulation; gray bands show the early, intermediate, and late windows. B: time course of
prestimulus modulation. Attentional modulation is calculated before stimulus onset in 100-ms windows, shifted by 25 ms, for the whole population (middle), for
the population with (bottom) and without (top) a reliable baseline shift. C: time course of the attentional effects for the subpopulations of cells with (yellow) and
without (black) a reliable baseline shift. Model slope values are shown as a function of time; thin lines delimitate 95% confidence intervals computed using a
subsampling procedure (with the size of each subsample corresponding to 100 cells; see MATERIALS AND METHODS). Insets show the spike difference between the
attended and unattended condition in each window of interest, separately for the population of cells unmodulated (insets a–c, white background) and modulated
by attention before stimulus onset (insets d–f, yellow background). D: unattended population CRFs for each temporal window locked to the stimulus onset are
reported for the subpopulation of cells with (right) and without baseline shift (left).
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this was highly similar across the two populations (Fig. 10D,
left and right). Still, the two subpopulations of neurons might
differ in other basic properties, such as neuronal type, cortical
layer, and general excitability. Interestingly, in the unattended
condition, we found a reliable difference in the latency of
visual responses between the two subpopulations of neurons,
with shorter latencies for cells showing a baseline shift effect
(average difference across contrasts: 2.8 ms; P � 0.02, 2-way
ANOVA; see Fig. 11A), suggesting a difference in general
excitability, although other factors might well account for such
differences (e.g., cells belonging to the 2 subpopulations might
be located in different cortical layers, thus receiving different
amount of direct top-down signals via feedback projections).

Further control analyses were performed to exclude the
possibility that the baseline shift might be deterministically
responsible for the poststimulus modulation by demonstrating
that differences in attentional effects between the two subpopu-
lations of cells (Fig. 10C) do not derive directly from spiking
differences measured in the prestimulus phase. To this aim, for
each attentional condition independently, we artificially sorted
trials on the basis of prestimulus firing activity, dividing trials
in which baseline activity was lower (low firing) or higher
(high firing) than the median (median split). By doing this, for
each attentional condition, we obtained two subsets of trials
that were identical in terms of attentional condition but differed
in terms of prestimulus activity, merely due to intertrial vari-
ability in neuronal firing (Fig. 11B). We then looked for any
attention-like modulation of visually driven responses by arti-
ficially applying the previously used regression analysis (see
Figs. 3, 4, and 10) to compare low-firing trials (potentially
mimicking the “unattended” condition) vs. high-firing trials
(potentially mimicking the “attended” condition) within each
attentional condition. The temporal dynamics of attentional
effects, as previously described (Figs. 3, 4, and 10), was not
replicated (Fig. 11C), leading to the conclusion that even small
changes in prestimulus activity generated by the allocation of
attention in space are fundamentally different from those ob-
tained by an arbitrary sorting of trials with different baseline
activity within the same attentional condition. In other words,

attention-dependent baseline shifts should be viewed as a
signature, and not as the direct cause, of the given attentional
state and of the underlying network dynamics.

To sum up, in line with previous studies, we demonstrated a
reliable modulation in the prestimulus epoch, confirming that
macaque area V4 receives attentional feedback signals well
before the stimulus appears. Interestingly, only about half of
the cells in our population showed a reliable baseline shift;
those cells are likely characterized by greater excitability, as
confirmed by the tendency to show shorter latencies of visual
response in the unattended condition (see above), and/or are
located in different cortical layers, thus receiving different
amount of direct top-down signals via feedback projections. In
the absence of visual stimulation (i.e., for the 0% contrast
stimulus), the baseline shift is maintained throughout the epoch
of the trial we analyzed (Figs. 5 and 10). In the poststimulus
epoch, a link emerges between the presence of a prestimulus
modulation and the magnitude of the attentional modulation of
responses to low-contrast stimuli; more specifically, prestimu-
lus modulation contributes to the early contrast gain modula-
tion. In addition, cells showing a reliable baseline shift seem to
manifest stronger attentional modulation in terms of spike
differences, across the whole poststimulus epoch (Fig. 10,
insets). Critically, both cells showing a reliable baseline shift
and cells without a prestimulus modulation show the delayed
emergence of an attentional effect triggered by multiplicative
mechanisms. The attentional effect measured in the intermedi-
ate epoch of visual processing, peaking ~150 ms after stimulus
onset, is therefore independent from the manifestation of pre-
stimulus activity and might instead be dependent on visual
stimulation (Ekstrom et al. 2008; see DISCUSSION).

We acknowledge that a critical issue for the interpretation of
the described dynamics of attentional effects might be related
to the sustained nature of the stimuli in our paradigm. At least
in principle, one might conjecture that prolonged stimulus
availability in our paradigm (as a matter of fact, an indispens-
able feature for studying the time course of attentional effects)
allows for online adjustments of attention. In fact, although the
unpredictability of timing and contrast of both target and

Fig. 11. Impact of prestimulus modulation on neuronal response latency and poststimulus attentional effects. A: averaged latency as a function of %contrast is
plotted in the unattended condition, separately for the subpopulation of cells with (yellow) and without (black) a reliable baseline shift. Each point represe-
nts the average (mean 	 SE) across neurons. B: time course of prestimulus modulation. Attentional modulation is calculated before stimulus onset in 100-ms
windows, shifted by 25 ms, for 4 artificially sorted subpopulations of trials. Two subpopulations have been separated by selecting trials with high prestimulus
firing (solid lines) and low prestimulus firing (dashed lines), separately for the unattended condition (blue lines) and attended condition (red lines). C: time course
of the modulation effects exerted by the presence of high vs. low prestimulus baseline activity is shown separately for the attended (In; red line) and unattended
(Out; blue line) conditions. The pattern of poststimulus activity in the low-firing condition is compared with the high-firing condition in a 20-ms window, shifted
by 1 ms (see MATERIALS AND METHODS). Slope values of the regression lines calculated within each window are plotted as a function of time; thin lines mark
95% confidence intervals computed using the subsampling procedure (see MATERIALS AND METHODS). Note that despite the strong difference in firing patterns
before stimulus onset (B), the time course of modulation does not replicate the poststimulus attentional effects shown in Figs. 3, 4, and 10.
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distractor stimuli (see MATERIALS AND METHODS) makes predic-
tive adjustments of attentional engagement highly unlikely, a
reactive and somewhat delayed increase in attentional effort
might follow the presentation of a low-contrast stimulus at
the attended location inside the RF. Notwithstanding that the
constant presence of mid/high-contrast distractors (outside the
RF) renders variations in the attentional effort across trials
rather unlikely (because attention must be focused at the RF
location despite powerful distraction), thus weakening this
potential concern, we believe that a more definite answer
comes from a detailed analysis of the pattern of results. In fact,
a boost of responses to low-contrast stimuli occurs in a very
early phase after stimulus onset (Figs. 3–5, 10), a phase when
attention is not affecting processing of high-contrast stimuli.
Moreover, for cells with a reliable baseline shift, a strong
attentional modulation of responses to low-contrast stimuli is
maintained for the entire duration of stimulus processing (Fig.
10). Therefore, the evidence above appears to indicate that the
temporal dynamics of attention gain mechanisms, as reported
here, reflects some fundamental property of the circuits in-
volved, rather than any fast-occurring, reactive adjustment of
attentional effort, depending on the contrast of the stimulus.

DISCUSSION

We have presented a fine characterization of the temporal
dynamics of attentional effects on visual responses in macaque
area V4d, uncovering three crucial epochs of attentional mod-
ulation: an early stage dominated by contrast gain effects, a
time-limited stimulus-dependent multiplicative gain modula-
tion peaking at ~150 ms after stimulus onset, and a late stage
characterized by the resurgence of contrast-gain. We also have
disentangled the contribution of top-down prestimulus signals
and stimulus-driven enhancement, embracing both the multi-
plicative and contrast gain stages. Finally, by characterizing
attention-dependent modulation of single neuron CRFs, we
have confirmed results described for the general population and
described the contribution of different cell categories to the
overall V4 attentional modulation.

Top-down signals and multiplicative enhancement of stimu-
lus-driven responses. We considered the impact of top-down
attention on the activity of V4 neurons during a relatively long
epoch beginning before stimulus onset and extending to early-
to-late phases of stimulus processing. Effects of attention on
firing activity of visual neurons are thought to depend on
attention-related feedback signals from higher cortical areas
(Baluch and Itti 2011; Bisley and Goldberg 2010; Corbetta and
Shulman 2002; Gottlieb 2007; Knudsen 2007; Noudoost et al.
2010), including the frontal cortex and, specifically, the fron-
tal eye field (FEF; Gregoriou et al. 2009; Moore and Arm-
strong 2003; Moore and Fallah 2004). These signals are re-
sponsible for the prestimulus allocation of attention, as re-
flected by the baseline enhancement of cell firing in our data as
well as in previous studies (Buffalo et al. 2010; Luck et al.
1997; McAdams and Maunsell 1999; Reynolds et al. 2000).
The elevated baseline firing, in turn, may be part of the
mechanism that confers the targeted V4 neurons increased
sensitivity to visual stimulation (see Top-down signals and
increased contrast sensitivity); in addition, the same top-down
signals likely play a role in boosting coherent firing of neuronal
populations (Chelazzi et al. 2011).

Recent findings demonstrated that the input from FEF to V4
is rather weak (and rapid) and that the majority of projections
are of excitatory type (Anderson et al. 2011). Although com-
patible with the small but significant prestimulus modulation in
V4, this weak input from FEF hardly explains the robust (and
delayed) enhancement of stimulus-driven responses (Luck et
al. 1997; McAdams and Maunsell 1999, 2000; Reynolds et al.
1999, 2000), unless forms of (time-consuming) signal ampli-
fication are hypothesized (Anderson et al. 2011). Interestingly,
a previous fMRI study demonstrated in the macaque that
bottom-up activation of early visual areas (including V4) is
needed to enable strong top-down modulation from frontal
areas (Ekstrom et al. 2008), suggesting stimulus dependence of
multiplicative attentional effects. Our fine-grain temporal anal-
ysis of attentional effects adds critical new information to this
issue. Specifically, we observed a stimulus-dependent response
gain stage that was characterized by delayed emergence and
affected all cells in the population, regardless of their perme-
ability to top-down signals in the prestimulus epoch (Fig. 10).
These data support the hypothesis that, after stimulus onset, the
weak excitatory top-down input from higher order areas might
be amplified by local recurrent circuits (Baluch and Itti 2011)
and distributed to cells not immediately affected by the top-
down signal. This amplification process likely requires sub-
stantial amount of time, which might well be reflected in the
time needed for the multiplicative stage to be fully expressed in
our data.

In terms of its functional meaning, the multiplicative stage
likely corresponds to a decision stage of visual processing,
when the representation of the attended stimulus fully domi-
nates neural activity across distributed brain networks (Duncan
1998, 2006). In this phase, attention shields the relevant neu-
ronal population from the inhibitory influence of competing
neuronal populations (normalization pool), thus boosting its
firing and enhancing signal transmission along the network.
Accordingly, when two stimuli impinge on the RF of a neuron,
directing attention to the preferred stimulus in the pair attenu-
ates the suppressive effect of the ineffective stimulus (Reyn-
olds and Chelazzi 2004; Reynolds and Desimone 2003; Sund-
berg et al. 2009). Of course, these effects are also likely
mediated by changes in coherent activity within the critical
population of neurons as well as across distant nodes within the
network (Fries et al. 2008; Gregoriou et al. 2009, 2012;
Schroeder and Lakatos 2009; Womelsdorf and Fries 2007).

Top-down signals and increased contrast sensitivity. In
addition to a multiplicative rescaling of CRFs, attentional
effects in our data manifest themselves as a contrast gain
modulation in both an early and a late stage of visual process-
ing. We submit that the nature and functional meaning of these
two contrast gain stages is different.

The early contrast gain modulation appears to be strictly
dependent on prestimulus modulation, being nearly absent in
cells that do not show a reliable baseline shift (Fig. 10). Here,
the increase in prestimulus activity with attention acts as a head
start, rendering the critical neuronal population more prone to
react to the stimulus, which may be in line with the small but
reliable reduction in response latency with attention (Fig. 1F).
In a similar vein, the baseline shift has been viewed as a
facilitating prior of subsequent visual processing (Summerfield
and de Lange 2014). Compatible with a subadditive mecha-
nism, the beneficial influence of the preexisting baseline mod-
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ulation becomes progressively weaker as the visual drive
increases, thus selectively boosting weak feedforward input,
while leaving the saturating portion of the CRFs largely unaf-
fected. In keeping with our findings, microstimulation of the
FEF was demonstrated to selectively enhance blood oxygen
level-dependent (BOLD) activity in V4 (and other visual areas)
in response to low-contrast stimuli while producing no effect
for high-contrast stimuli (Ekstrom et al. 2009). Our results are
also in agreement with what was recently described as an input
baseline increase in neuronal activity that accounts for behav-
ioral changes in perceived contrast, in line with an apparent
contrast gain modulation of psychometric functions by atten-
tion (Cutrone et al. 2014).

The late contrast gain modulation is different from that
observed in the early epoch (Fig. 10). First, the attentional
effect is overall larger in terms of spike difference between the
unattended and the attended condition. Second, the effect
measured for low contrasts exceeds appreciably that measured
for the null (zero contrast) stimulus, demonstrating a less direct
dependence from the baseline shift. Moreover, although con-
trast gain modulation in this late epoch is stronger for those
cells showing a reliable baseline shift, a similar pattern
emerges also for cells not displaying such baseline effect. One
possible account of the late contrast gain effect is that it
represents an effective input gain modulation enhancing the
contrast sensitivity of V4 neurons. It was recently demon-
strated that attention increases efficacy of synaptic communi-
cation between the LGN and primary visual cortex (Briggs et
al. 2013). A similar action might be hypothesized to enhance
synaptic transmission of signals targeting area V4, for exam-
ple, from V1–V2, or perhaps even directly boosting signal
transmission along the topographically organized connections
from the LGN to V4 (Gattass et al. 2014).

The proposed account of the late contrast gain effect is in
agreement with what was recently put forward in the case of
MT neurons, for which contrast-dependent modulations of
spiking activity were observed and described as compatible
with effective changes in the input strength into the area
(Khayat et al. 2010; see also Martínez-Trujillo and Treue
2002). Moreover, it might also be interpreted in the framework
of input gain models postulating selective and flexible atten-
tional influences onto specific input signals, also based on their
behavioral relevance (Ghose 2009; Ghose and Maunsell 2008).
Although in the present study we tested the influence of
attention on single stimuli within the RF of the recorded
neurons, input gain effects might also be in place when mul-
tiple stimuli impinge onto the RF of the given neuron; in that
case, selective boosting of input signals might increase the
influence of the attended stimulus at the expenses of the
unattended ones, thus contributing to effectively bias cross-
stimulus competition (Chelazzi et al. 2011; Desimone and
Duncan 1995; Reynolds and Chelazzi 2004). In the latter case,
however, much more than when an isolated visual stimulus is
considered, a most critical role would be played by mecha-
nisms of lateral interactions and mutual inhibition, with the
attentional effect likely acting prominently by modulating the
strength of normalization (Reynolds and Heeger 2009), as also
discussed in the previous paragraph.

Another potential account of the late contrast gain modula-
tion might rely on a differential timing for the processing of
low- vs. high-contrast stimuli, with the former requiring longer

integration times. Following this logic, one could hypothesize
that the entire attentional episodes, and in particular the mul-
tiplicative stage, are concluded earlier for relatively high- than
low-contrast stimuli. One obvious implication is that this
differential duration of attentional effects for low- vs. high-
contrast stimuli might directly result in specific differences in
the timing of behavioral responses, as illustrated in Fig. 1B. To
push this further, one could predict a direct relationship be-
tween the duration of the multiplicative stage and the time
required for reaching a decision. We tested this possibility in
several ways, e.g., by selecting a subset of the data for which
RTs were matched across contrasts, implying similar decision
times across the selected trials (this was obtained by trimming
the data separately for each single cell and each experimental
condition based on single-trial RTs); specifically, for these data
we predicted similar attentional effects across the whole con-
trast range during the last phase of visual processing. Instead,
we fully replicated a late contrast gain modulation in the subset
of trials with matched RTs. In sum, for specific contrasts, we
did not find clear evidence of a direct link between the RT of
the animal in the given trial and the strength of the attentional
modulation, although a phenomenon of this kind might mar-
ginally contribute to the overall pattern of modulation.

In fact, there is no reason to view the two alternative
explanations above as mutually exclusive. Rather, the late
contrast gain modulation might result from a mixture of a pure
input gain effect, selectively boosting the processing of weak
feedforward input, and a pseudo-contrast gain deriving from
the persistence of an attentional effect (from the multiplicative
phase) for low contrasts due to longer integration times.

Links with previous studies. Previous studies supporting the
contrast gain or the additive model (Martínez-Trujillo and
Treue 2002; Reynolds et al. 1999; Thiele et al. 2009) typically
averaged neuronal responses over long temporal windows
and/or focused on late processing stages, thus either averaging
across different gain phases or considering just a single (late)
stage. Consistently, we found a late contrast gain modulation
(Figs. 3 and 10) and an overall mixture of contrast gain and
additive modulation when averaging over long time periods of
the neuronal response. Analogously, our results are consistent
with fMRI studies supporting contrast gain or additive models
(Buracas and Boynton 2007; Li et al. 2008; Murray and He
2006). In fMRI experiments, the signal is in fact related to
subthreshold and spiking activity averaged over long time
periods and across neurons with different tuning properties
(Hara et al. 2014). Importantly, our results are also coherent
with an electrophysiological study by Williford and Maunsell
(2006), reporting a prevalence of the response gain model in
V4 neurons by averaging responses over a short time window
(50–200 ms), which, according to our own results, mainly
captures the multiplicative stage.

Our result might perhaps be reconciled within the normal-
ization model framework proposed by Reynolds and Heeger
(2009). In simple terms, the model posits that the excitatory
stimulus drive impinging on a single neuron is normalized
(divided) by the sum total drive across the neuronal population
(suppressive drive). The effect of attention in the model is to
multiply the excitatory drive for the neuron in a selective
manner, before the impact of normalization. The model suc-
ceeds at predicting different effects of attention on neuronal
firing (i.e., either a change in contrast gain or a multiplicative
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scaling of the CRF) by taking into account the specific sensory
conditions (e.g., the size of the RF stimulation) and the degree
of attentional focusing. In line with this model, our findings
suggest that different gain mechanisms should not be seen as
alternative and mutually exclusive, but rather as reflecting
different functional states of the underlying circuitry and/or
different phases of processing. However, one of the model
simplifications is that it does not consider the temporal evolu-
tion of attentional effects, nor does it consider the time needed
to implement the described computations. Our data suggest
that the inclusion of time among the crucial variables influenc-
ing both stimulus processing and attentional deployment might
be highly beneficial (see also Smith et al. 2015). Moreover, the
finding of a time-dependent impact of spatial attention on
contrast coding calls for reinvestigations of the phenomenon in
future behavioral experiments, with the aim of gaining a better
understanding of how the described dynamical interactions
may impact perception (e.g., by affecting perceptual stability)
and behavior. For example, by varying the effective timing of
visual stimulation through masking procedures, psychophysi-
cal evidence might be collected to directly reveal evolving
functional states during the course of visual processing, with
either contrast gain or response gain effects of attention to be
measured depending on the given experimental manipulation
(see also Smith et al. 2015). However, future studies should be
carefully designed in consideration of the possibility that dif-
ferences in task timing have themselves an impact on the
underlying dynamics of attentional effects such that the system
might be pushed to compress or dilate relevant phases of visual
and attentional processing in accordance to task demands (for
considerations on the issue of task timing, see also Khayat et al.
2010; Ling and Carrasco 2006).

Because we did not aim at testing the normalization model,
our experimental approach did not comprise any specific ma-
nipulation of its critical variables; namely, both the stimulation
and the attentional field size were kept constant across atten-
tional conditions. Nonetheless, dynamic variations can be hy-
pothesized during the unfolding of the trial. Specifically, ac-
cording to our results, we conjecture that before stimulus onset,
the attention field is already controlling neuronal responses in
a broad region where the stimulus is likely to appear. Right
after stimulus appearance, neuronal responses are character-
ized by a summation phase so that the stimulation field is
initially small and possibly maximal at the RF center. The
combination of a spatially extended attention field and a small
visual stimulation might produce the early contrast gain effect.
At a later stage, the stimulus is fully processed and the
attention field is probably closely shaped around it; as a result,
neuronal responses would be multiplicatively scaled. In other
words, attention efficiently reduces the impact of the suppres-
sive drive on neuronal responses during the intermediate phase
of visual processing, where the stimulus representation is
amplified. At the final stage, a resurgence of a contrast gain
modulation might reflect a tendency for the attentional focus to
relax in terms of spatial resolution (resulting again in a broad
attention field) while remaining highly selective in the feature
domain at the service of the discrimination task to be per-
formed. To some extent, the described scenario might indi-
rectly reflect a prevalent role of spatial attention in a prestimu-
lus epoch and in an early-to-intermediate phase of visual
processing, and a more relevant role of feature-based attention

in a later phase of the trial. Interestingly, somewhat related to
our results, a different time course has been described for the
effects of spatial and feature-based attention, with the former
being progressively stronger after visual stimulation onset and
the latter being rather constant throughout visual processing
(Hayden and Gallant 2005). However, above and beyond
potential differences in the intensity of attentional effects along
the trial, what we describe here points to the notion that
attention acts through different gain mechanisms evolving over
time.

Attention and heterogeneous contrast coding. New to the
field, in this study we separately analyzed the attentional
effects for neurons with different coding properties, corrobo-
rating population findings. The shared temporal dynamics of
attentional effects for neurons showing monotonic vs. selective
CRFs supports the idea that attentional circuits are not specif-
ically linked to the visual selectivity of V4 neurons, with all
contrast categories contributing to general effects.

We previously demonstrated the existence of a consistent
fraction of cells in macaque V4 displaying ban-pass tuning for
luminance contrast and hypothesized that selective coding of
contrast might be crucial for the attentive selection of specific
contrast levels, by means of a feature-based mechanism that
typically requires neural populations capable of selectively
coding the to-be-attended feature (Sani et al. 2013). Presently,
we add to this previous finding by showing for the first time
that top-down control can boost this class of neurons.

Another intriguing result is the discovery of a nonnegligible
fraction of cells for which attention to the RF changed the CRF
shape. This phenomenon demonstrates that contrast coding is
not a rigid property of the given neuron, in analogy to other
neuronal properties (e.g., the spatial extent of RFs; see Ben
Hamed et al. 2002; Tolias et al. 2001; Womelsdorf et al. 2006,
2008), and suggests a mechanism through which neurons
might acquire the necessary selectivity to accommodate their
properties to the nature of the current task. It remains to be
demonstrated whether attention can selectively enhance spe-
cific subpopulations of V4 neurons, for example, the ones
representing low-contrast stimuli in a task that requires the
overriding of sensory-driven saliency on the basis of luminance
contrast.

Overall, these data support the idea of V4 circuitry playing
a key role in “selective extraction” of functional networks
driven by both bottom-up or top-down signals (Roe et al.
2012). Accordingly, both the delayed emergence of contrast
selectivity (Sani et al. 2013) and the precise temporal unfolding
of attentional enhancement would result from the dynamical
configuration of a feature extraction network. Although there is
strong evidence that V4 might play such a crucial role, detailed
temporal analysis of attentional modulation, as well as of
coding strategies for contrast at the single-cell level, remain to
be systematically explored in other visual areas.
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