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Figure 1. Auditory biasing of bistable visual fi gures.
(A) Ruben’s vase-faces illusion appears to alternate perceptually between confront-
ing faces and a central vase. (Vase/faces illusion inspired by ‘Rubin’s vase’.) (B) Prob-
ability of responding ‘faces’ for the six conditions described in the text: no soundtrack; 
listening to conversation; dog barking; saxophone music; conversation with the im-
age blurred; intention to see faces. Bars show ±1 s.e.m. (C) Timecourse of the fi rst three 
conditions of the main experiment (see Supplemental Information for others). Averaged data are 
smoothed by gaussian window of 5 sec time constant. Shaded area ±1 s.e.m. (D) Edward Boring’s 
‘old–young woman’ illusion. (E) Average proportion of ‘young’ reports for the four conditions 
described in the text: no soundtrack; listening young woman talking; old woman talking; 
saxophone music. (F) ‘Sax player–face illusion‘. (Adapted from ‘Sara Nader’ by Roger Shepard.) 
(G) Average proportion of reports of ‘sax player‘ for the four conditions described in the text: no 
soundtrack; listening to young woman talking; saxophone music; dog barking.
An important task for the visual 
system is to identify and segregate 
objects from background. Figure–
ground illusions, such as Edgar 
Rubin’s bistable ‘vase–faces 
illusion’1, make the point clearly: we 
see either a central vase or lateral 
faces, alternating spontaneously, but 
never both images simultaneously. 
The border is perceptually assigned 
to either faces or vase, which 
become figure, the other shapeless 
background2. The stochastic 
alternation between figure and 
ground probably reflects mutual 
inhibitory processes that ensure 
a single perceptual outcome3. 
Which shape dominates perception 
depends on many factors, such as 
size, symmetry, convexity, enclosure, 
and so on, as well as attention and 
intention4. Here we show that the 
assignment of the visual border can 
be strongly influenced by auditory 
input, far more than is possible by 
voluntary intention. 

Sixteen participants reported by 
continuous keypress their current 
perception (face or vase) of an image 
like Figure 1A. Four conditions were 
presented successively, each for 60 
seconds, all repeated after a short 
break. The image was first presented 
with no sound, then accompanied 
by a conversation between two 
people, then by a dog barking, then 
saxophone music (soundtracks in 
Supplemental information). Figure 
1B summarizes the results, averaged 
over sessions and participants. With 
no sound, participants saw faces or 
vase with equal probability (p(faces) 
= 0.51 ± 0.03, mean ± s.e.m.); while 
listening to the two conversing 
speakers, however, the proportion of 
time seeing faces increased to 0.78, 
a large and highly significant effect 
(t(15)= 16.9, p < 10−7, log10 Bayes 
Factor > 8). The effect was equally 
strong for all 16 participants 
(individual data in Supplemental 
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information). This was not a generic 
effect of concurrent auditory signals, 
as the dog and music soundtracks 
had no significant effect on figure 
predominance. Nor did the effect 
depend on presentation order (data 
not shown). Figure 1C shows the 
timecourse of the main experiment: 
as soon as the conversation started, 
the proportion of face percepts 
increased immediately to around 
0.78, remaining constant until the 
soundtrack changed to barking 
dogs, when it plummeted back to 
near 0.5. 

We then measured the same 
participants with the image blurred 
to reduce the reliability of visual 
information. With blurred stimuli the 
effect of speech on face perception 
was even greater, increasing face 
domination to 0.84, significantly 
more than for unblurred stimuli 
(t(15) = 5.9, p < 0.001, log10BF 
> 2). The increase in the auditory 
effect is predicted by most ideal-
observer models of multi-sensory 
perception5,6, as discussed below. 

We tested whether the effects 
could be ascribed to attention or 
intention4, rather than to genuine 
audio-visual integration. In a 
y 34, R217–R236, March 25, 2024 © 2024 Th
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separate session with no sound, 
participants were instructed to 
attend to and ‘try to see’ the faces 
rather than the vase in the second 
minute of the experiment, then to 
do the converse. The instructions 
produced had no significant effect 
on the perceptual outcome (ANOVA 
for three conditions: F(2,22) = 1.42, 
p = 0.26, log10BF = −0.18). Previous 
research has reported significant 
effects of intention and attention 
on bistability, but they are typically 
weak4 . 

We replicated the results with two 
other well-known bistable illusions: 
Boring’s ‘young−old woman illusion’ 
and the ‘sax player−face illusion’. 
Both illusions were highly influenced 
by hearing a concurrent, relevant 
sound. The young−old woman 
illusion biased heavily to ‘young’ 
with the voice of a young woman 
and to ‘old’ with the voice of an old 
woman, while music had no effect. 
The sax player−face illusion was 
also appropriately modulated by the 
young woman’s voice and the sax 
music, but not by the dog barking. 
Both illusions were stronger when the 
stimuli were blurred than when sharp 
(see Supplemental information). 
e Author(s). Published by Elsevier Inc. R235
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These results provide strong 
evidence for the role of multi-modal 
integration in figure−ground border 
assignment, an essential precursor 
to object segregation. The illusions 
shown here were deliberately 
designed to maximize ambiguity, 
but real-world images can also be 
noisy and ambiguous. Under difficult 
conditions, multi-sensory information 
can be invaluable, as different 
senses access complementary 
sources of information, which can 
vary with conditions (for example, 
sound can be more useful at night). 
There is now general consensus that 
the brain optimizes perception by 
combining information from different 
senses, weighting each by its 
reliability5,6. This theory predicts that 
if the visual information is degraded, 
making it less reliable, auditory input 
should be weighted more highly. 
We tested the idea by blurring the 
face−vase image: as predicted, the 
auditory input became significantly 
more effective. 

That strong biases were induced 
by appropriate auditory soundtracks, 
but not by intentional effort, 
suggests that auditory input acts 
directly on the visual information, 
rather than indirectly via attention 
or cognitive bias. If the auditory 
effects were mediated simply by 
evoking a cognitive bias towards 
faces, they should produce similar 
results to the intentional condition, 
where observers were explicitly 
directed to do just that, to try to see 
faces rather than the vase: yet the 
instructional effect was minimal and 
insignificant. That auditory signals, 
but not conscious volition, can 
profoundly affect object visual border 
assignment and object segregation 
suggests an early interaction, at 
sensory rather than decisional 
levels. This is consistent with 
previous evidence of multisensory 
interactions with binocular rivalry 
(another example of bistable visual 
perception), where touching haptic 
gratings biased the rivalry in favour 
of the orientation of the touched 
grating7. The bias was selective for 
grating spatial frequency, suggesting 
early sensory interaction, probably in 
primary visual cortex (area V1). 

There are countless examples 
of compelling multi-sensory 
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interactions, most notably the 
McGurk effect8, where observing lip 
movements affects what is heard, 
and the ventriloquist effect5, where 
a sound appears to emanate from 
the dummy rather than from the 
ventriloquist. But the current result 
is different, in that the auditory 
stimulus is not a simple tone or 
phoneme, but speech or music to be 
understood semantically. The sound 
source needs to be perceived and 
classified as a conversation between 
two speakers to bias the vase–faces 
percept, and associated with the 
speaker’s age for the young–old 
illusion. However, although semantic 
coding is essential, the soundtrack 
does not bias the visual percept via 
cognitive processes, but seems to 
act directly on the visual information. 
Perhaps listening to the soundtracks 
creates — or directly reinforces — a 
multisensory neural representation 
related to the auditory content, and 
this happens only while there is 
actual sensory input. 

The mechanisms for this 
suggested audio-visual interaction 
are far from clear, but there is 
much evidence for auditory signals 
activating visual areas9. Complex 
auditory input can activate visual 
areas, such as the visual word form 
area in blind participants trained 
to interpret auditory landscapes of 
visual forms10. Whatever the neural 
mechanisms underlying these 
effects, this study shows there is 
considerable interaction between the 
auditory and visual signals, serving 
to create a clear, unambiguous 
perceptual representation of the 
world in the face of noise and 
uncertainty. 

SUPPLEMENTAL INFORMATION

Supplemental information includes one 
figure, one table, experimental procedures, 
and five audio files, and can be found 
with this article online at https://doi.
org/10.1016/j.cub.2024.01.043.

A video abstract is available at http://doi.
org/10.1016/j.cub.2024.01.043.#mmc7.
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